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Cardiac (Cardiac Imaging in the COVID Pandemic/ Artificial Intelligence in Coronary CT Imaging)

Participants
Amar B. Shah, MD, New York, New York (Moderator) Nothing to Disclose
Anna Palmisano, MD, Milan, Italy (Moderator) Nothing to Disclose

Sub-Events

SSCA04-1 Cardiac MRI In Patients With Prolonged Cardiorespiratory Symptoms After Uncomplicated COVID-19
Infection

Participants
Dmitrij Kravchenko, MD, Bonn, Germany (Presenter) Stockholder, Pfizer Inc;Stockholder, Viatris;Stockholder, AbbVie
Inc;Stockholder, Johnson and Johnson

PURPOSE

Myocardial injury and inflammation on cardiac MRI in patients suffering from coronavirus disease 19 (COVID-19) have been
described in recent publications. Concurrently, more and more cases of chronic COVID-19 syndrome (CCS) after COVID-19 infection
have been observed manifesting with symptoms like fatigue and exertional dyspnea. The purpose of this study was to explore the
relationship between CCS and myocardial injury and inflammation as an underlying cause of the persistent complaints in previously
healthy individuals.*Methods and Materials In this prospective study from January 2021 to April 2021, participants without known
cardiac or pulmonary diseases prior to COVID-19 infection with persisting CCS symptoms like fatigue or exertional dyspnea after
convalescence and healthy control participants underwent cardiac MRI. Cardiac MRI protocol included parameters such as T1 and
T2 relaxation times, extracellular volume (ECV), T2 signal intensity ratio, and late gadolinium enhancement (LGE). Student t test,
Mann-Whitney U test, and ?2 test were used for statistical analysis.*Results A total of 41 participants with CCS (39 + 13 years; 18
men) and 42 control participants (39 £ 16 years; 26 men) were evaluated. Parameters indicating myocardial inflammation and
edema were comparable between participants with CCS and control participants: T1 relaxation time (977.8 £ 22.6 ms vs 970.5 =
25.2 ms; P =.17), T2 relaxation time (52.7 £ 2.1 ms vs 52.4 £ 2.4 ms; P = .47), T2 signal intensity ratio (1.64 £ 0.24 vs 1.55 +
0.28; P =.10). Visible myocardial edema was present in none of the participants. Only 3 of 41 (7%) participants with CCS
demonstrated non-ischemic LGE compared to none in the control group (0 of 42 [0%], P = .07). None of the participants fulfilled
the 2018 Lake Louise criteria for the diagnosis of myocarditis.*Conclusions Participants with CCS did not demonstrate signs of
active myocardial injury or inflammation with only a fraction of symptomatic participants demonstrating LGE findings (3 of 41,
7%).*Clinical Relevance/Application No signs of active myocardial inflammation were present on cardiac MRI in previously healthy
participants with prolonged cardiorespiratory symptoms after COVID-19 infection. There is no indication that cardiac MRI should be
used a screening tool for CCS.

RESULTS

A total of 41 participants with CCS (39 + 13 years; 18 men) and 42 control participants (39 + 16 years; 26 men) were evaluated.
Parameters indicating myocardial inflammation and edema were comparable between participants with CCS and control participants:
T1 relaxation time (977.8 £22.6 ms vs 970.5 £ 25.2 ms; P =.17), T2 relaxation time (52.7 £ 2.1 ms vs 52.4 £ 2.4 ms; P = .47), T2
signal intensity ratio (1.64 + 0.24 vs 1.55 £ 0.28; P =.10). Visible myocardial edema was present in none of the participants. Only
3 of 41 (7%) participants with CCS demonstrated non-ischemic LGE compared to none in the control group (0 of 42 [0%], P = .07).
None of the participants fulfilled the 2018 Lake Louise criteria for the diagnosis of myocarditis.

CLINICAL RELEVANCE/APPLICATION

No signs of active myocardial inflammation were present on cardiac MRI in previously healthy participants with prolonged
cardiorespiratory symptoms after COVID-19 infection. There is no indication that cardiac MRI should be used a screening tool for
CCs.

SSCA04-2 Cardiac MRI And Imaging Markers Of Myocarditis In Competitive Athletes With Recent SARS-CoV-2
Infection: Results From The Big Ten COVID-19 Cardiac Registry

Participants
Jean Jeudy JR, MD, Baltimore, Maryland (Presenter) Nothing to Disclose

PURPOSE

To understand the frequency of myocarditis in student athletes recovering from SARS-Cov-2 infection.*Methods and Materials A
central IRB for the Big Ten COVID-19 Cardiac Registry (coordinated by Ohio State University) approved this study. A survey of
participating Big Ten University principal investigators reported the total number of athletes screened for SARS-CoV-2, the number
with positive PCR, the number completing cardiac screening with and without CMR, and the number with findings that were
consistent with myocarditis by the assessment of the local clinical team. CMR findings were classified based on updated 2018 Lake
Louise criteria (LLC). The diagnosis of myocarditis by LLC requires presence of both a T2 based criterion (T2 mapping or T2
weighted abnormality) and T1 based criteria, (T1 mapping abnormality or late gadolinium enhancement (LGE)). Isolated right
ventricular insertion point fibrosis was not used to diagnose myocarditis.*Results Comprehensive cardiovascular testing was
performed in 1597 athletes comprised from 13 institutions. Thirty-seven were diagnosed with COVID-19 myocarditis (overall 2.3%,



range per program 0-7.6%). Nine (24%) had clinical myocarditis and 28 (76%) had subclinical myocarditis. Twenty (54%) had
neither cardiac symptoms nor cardiac testing abnormalities, except for CMR. If cardiac testing was based upon cardiac symptoms,
only 5 cases would have been detected (detected prevalence 0.31%), and 32 (86%) may have been missed. CMR for all athletes
yielded a 7.4-fold increase in detection. Follow up CMR performed in 27 (73%) demonstrated resolution of T2 elevation in all (100%)
and late gadolinium enhancement in 11 (40.7%).*Conclusions Among 1597 COVID-19 positive athletes with CMR screening, 37
cases of myocarditis were identified (2.3%). Subclinical myocarditis was more common than clinical myocarditis. The role of CMR as
a screening tool in this population needs to be explored.*Clinical Relevance/Application The implications of post-COVID myocardial
injury detected by CMR are still unknown. This registry looks to study these questions in both the convalescent window and post-
acute sequela of COVID-19.

RESULTS

Comprehensive cardiovascular testing was performed in 1597 athletes comprised from 13 institutions. Thirty-seven were diagnosed
with COVID-19 myocarditis (overall 2.3%, range per program 0-7.6%). Nine (24%) had clinical myocarditis and 28 (76%) had
subclinical myocarditis. Twenty (54%) had neither cardiac symptoms nor cardiac testing abnormalities, except for CMR. If cardiac
testing was based upon cardiac symptoms, only 5 cases would have been detected (detected prevalence 0.31%), and 32 (86%)
may have been missed. CMR for all athletes yielded a 7.4-fold increase in detection. Follow up CMR performed in 27 (73%)
demonstrated resolution of T2 elevation in all (100%) and late gadolinium enhancement in 11 (40.7%).

CLINICAL RELEVANCE/APPLICATION

The implications of post-COVID myocardial injury detected by CMR are still unknown. This registry looks to study these questions in
both the convalescent window and post-acute sequela of COVID-19.

SSCA04-3 Quantifying Incidence And Outcomes In COVID-19 Associated Takotsubo Cardiomyopathy

Participants
Brandon Metra, MD, Philadelphia, Pennsylvania (Presenter) Nothing to Disclose

PURPOSE

Takotsubo cardiomyopathy (TCM) is a potential cardiovascular complication of COVID-19. However, the incidence and clinical
outcomes of TCM are not known in the context of the COVID-19 pandemic.*Methods and Materials This retrospective cohort study
examined adults diagnosed with COVID-19 and or TCM with TriNetX, a global research network that aggregates real-time electronic
health records from over 78 million patients. ICD-10, CPT, and SNOMED codes were used to define variables of interest. The
diagnosis of TCM was defined by the diagnosis of TCM within one year of cardiac catheterization or coronary CT angiography,
excluding all cases with subsequent coronary angioplasty, stenting, or bypass graft. In one analysis, we analyzed mortality in adults
diagnosed with COVID-19 from 01/01/2020 - 01/31/2021 to adults diagnosed with TCM after COVID-19 infection. In another
analysis, we compared adults with COVID-19 to adults with influenza to compare the TCM incidence. A third analysis examined
mortality in adults with COVID and TCM to patients with TCM before the COVID-19 pandemic (TCM up to 01/01/2020). Balanced
cohorts were created using propensity matching for age and gender.*Results Out of 4,171,131 patients with COVID-19, 339
patients had TCM (mean age 65.1 + 13.6 years, 82.6% female). Compared to a cohort of 4,170,975 patients with COVID-19 alone,
patients with COVID-19 and TCM had a higher risk of 1-year mortality (risk ratio 5.488 [95% confidence interval 3.849-7.826], p <
0.0001 before propensity matching; RR 2.800 [1.382-5.673], p=0.0027 in balanced cohorts of n=339 after matching). The incidence
of TCM was not significantly different between cohorts of 4,171,131 COVID-19 and 768,997 influenza patients (RR 1.27
[0.968,1.668], p=0.0837 before matching; RR 1.349 [0.975-1.867], p=0.0697 in balanced cohorts of 428,038 after matching).
Finally, in comparing the 339 patients with COVID-19 and TCM to a cohort of 4,123 patients with TCM alone before the pandemic,
COVID-19 and TCM patients did not have a significantly higher risk of 1-year mortality (RR 1.280 [0.881,1.860]; p=0.1971 with
matching not utilized to preserve cohort size).*Conclusions Myocarditis is a recognized potential component of COVID-19 infection;
combined with the physical and psychological stresses of COVID-19, this may result in Takotsubo cardiomyopathy. We found
increased mortality in patients with COVID-19 and TCM compared to COVID-19 alone. Due to a higher risk of significant morbidity
and mortality in TCM, this disorder is an important screening and diagnostic consideration in COVID-19 patients.*Clinical
Relevance/Application Clinicians should screen and recognize Takotsubo cardiomyopathy as a potential cardiac complication of
COVID-19 infection.

RESULTS

Out of 4,171,131 patients with COVID-19, 339 patients had TCM (mean age 65.1 £+ 13.6 years, 82.6% female). Compared to a
cohort of 4,170,975 patients with COVID-19 alone, patients with COVID-19 and TCM had a higher risk of 1-year mortality (risk ratio
5.488 [95% confidence interval 3.849-7.826], p < 0.0001 before propensity matching; RR 2.800 [1.382-5.673], p=0.0027 in
balanced cohorts of n=339 after matching). The incidence of TCM was not significantly different between cohorts of 4,171,131
COVID-19 and 768,997 influenza patients (RR 1.27 [0.968,1.668], p=0.0837 before matching; RR 1.349 [0.975-1.867], p=0.0697 in
balanced cohorts of 428,038 after matching). Finally, in comparing the 339 patients with COVID-19 and TCM to a cohort of 4,123
patients with TCM alone before the pandemic, COVID-19 and TCM patients did not have a significantly higher risk of 1-year
mortality (RR 1.280 [0.881,1.860]; p=0.1971 with matching not utilized to preserve cohort size).

CLINICAL RELEVANCE/APPLICATION
Clinicians should screen and recognize Takotsubo cardiomyopathy as a potential cardiac complication of COVID-19 infection.

SSCA04-4 Evaluation For Potential Cardiac Involvement In Athletes Recovering From COVID-19 Infection With
Cardiac Magnetic Resonance Imaging- Should Cardiac Magnetic Resonance Imaging Be Used As A
Screening Tool?

Participants
Tugce Agirlar Trabzonlu, MD, Chicago, Illinois (Presenter) Nothing to Disclose

PURPOSE

Myocarditis is a known cause of sudden cardiac death in athletes. Prior studies demonstrated college athletes who have recovered
from COVID-19 infection may have cardiovascular involvement detectable by cardiac magnetic resonance imaging (CMR). However,
there is no consensus for the utility of CMR screening prior to the return to athletic participation in otherwise healthy athletes after
their recovery from COVID-19. Our aim is to describe the prevalence of CMR findings of cardiac involvement in a population of
Division 1 college athletes recovered from COVID-19 infection.*Methods and Materials The study was IRB approved. We
retrospectively identified athletes who underwent CMR following documented COVID-19 infection before their return to strenuous



exercise between March 1, 2020 and April 30, 2021. The standardized CMR protocol included cine, T1 and T2 mapping, dark blood
T2 imaging, extracellular volume (ECV) fraction, and late gadolinium enhancement (LGE) on a 1.5 T scanner. The MRI findings were
reviewed by experienced cardiovascular radiologists in the course of normal clinical work. Diagnosis of acute myocarditis was based
on the modified Lake Louise criteria. The presence of pericarditis was determined by reviewing abnormal pericardial enhancement,
pericardial fluid and/or thickening.*Results A total number of 112 student athletes (75 male and 37 female athletes; mean age 20
years; range 18-23 years) recovered from COVID-19 were included. Two athletes [1.8%, (95%CI, 0.6 - 4.2%)] had MRI findings
compatible with acute myocarditis. Of these, one had focal non-ischemic subepicardial LGE with associated abnormal T2 signal (56-
64 msec, normal value range in our institution is 52.18 + 3.4 ms). The second athlete had globally elevated ECV value of 33%, and
abnormal native T2 signal (60-65 msec). Pericardial effusion was present in the second athlete in addition to CMR evidence of
myocarditis. One athlete [0.9%; (95%CI, -0.8 - 2.6%)] had findings of pericarditis. 5 athletes [4.5%); (95%CI, 0.6 - 8.3%)] had
focal LGE in the inferior right ventricle insertion point without abnormal T2 signal, suggestive of prior myocardial injury and/or
athletic remodeling.*Conclusions The prevalences of acute myocarditis (1.8%) and acute pericarditis (0.9%) were low in student
athletes recovered from COVID-19 infection.*Clinical Relevance/Application The routine use of cardiac MRI as a screening tool in
student athletes recovered from COVID-19 infection is controversial as the prevalence among this population is low.

RESULTS

A total number of 112 student athletes (75 male and 37 female athletes; mean age 20 years; range 18-23 years) recovered from
COVID-19 were included. Two athletes [1.8%, (95%CI, 0.6 - 4.2%)] had MRI findings compatible with acute myocarditis. Of these,
one had focal non-ischemic subepicardial LGE with associated abnormal T2 signal (56-64 msec, normal value range in our institution
is 52.18 £ 3.4 ms). The second athlete had globally elevated ECV value of 33%, and abnormal native T2 signal (60-65 msec).
Pericardial effusion was present in the second athlete in addition to CMR evidence of myocarditis. One athlete [0.9%; (95%CI, -0.8
- 2.6%)] had findings of pericarditis. 5 athletes [4.5%; (95%CI, 0.6 - 8.3%)] had focal LGE in the inferior right ventricle insertion
point without abnormal T2 signal, suggestive of prior myocardial injury and/or athletic remodeling.

CLINICAL RELEVANCE/APPLICATION

The routine use of cardiac MRI as a screening tool in student athletes recovered from COVID-19 infection is controversial as the
prevalence among this population is low.

SSCA04-5 Quantification Of Lumen Diameter Within Coronary Artery Stents Using A High Resolution Photon
Counting Detector CT And A Deep Convolutional Neural Network Denoising Algorithm

Participants
Emily Koons, Rochester, Minnesota (Presenter) Nothing to Disclose

PURPOSE

To quantify the effective lumen diameter within coronary stents using an energy-integrating-detector (EID) CT system and
compare to results achieved using an investigational photon-counting-detector (PCD) CT and convolutional neural network (CNN)
denoising algorithm.*Methods and Materials Seven different types of coronary stents with inner diameters between 3.12-4.47mm
were inflated and deployed in plastic tubes containing 20mg/mL of iodine solution, mimicking stented contrast-enhanced coronary
arteries. Tubes were placed in an anthropomorphic phantom (QRM) simulating an average-sized patient and scanned on EID and
PCD. EID scans were performed using our standard CTA protocol (120kV, 180 quality reference mAs). PCD scans were performed in
high resolution (HR) mode (120x0.2mm collimation) at 120kV with tube current adjusted so CTDIvol was matched to EID scans. EID
images were reconstructed per our routine clinical protocol (Br40, 0.6mm thickness). PCD images were reconstructed at a thickness
of 0.6mm using a sharp kernel (Br89) that is only possible with the PCD HR mode. To address increased noise introduced by the
Br89 kernel, an image-based CNN denoising algorithm was applied to PCD images. Stent inner diameters were segmented based on
full width half maximum thresholding and morphological operations. Lumen area and effective diameter were calculated and
compared to reference sizes measured with a caliper.*Results Substantial blooming artifacts were observed on EID, resulting in
larger stent struts and reduced lumen sizes (effective diameter underestimated by 40%). Overall image quality was substantially
improved on PCD, with higher spatial resolution and reduced blooming artifacts, resulting in clearer delineation of stent struts.
Effective lumen diameters were very accurate relative to reference (2% underestimation). CNN reduced image noise by 44% on PCD
images without impacting lumen quantification (< 0.6% difference).*Conclusions The PCD HR mode improved in-stent lumen
quantification for all seven stents as compared to EID images due to decreased blooming artifact. Implementation of CNN denoising
algorithms to PCD data substantially improved image quality.*Clinical Relevance/Application Improved lumen visibility in stented
coronary arteries will allow more accurate non-invasive assessment of in-stent restenosis, potentially avoiding unnecessary
interventions.

RESULTS

Substantial blooming artifacts were observed on EID, resulting in larger stent struts and reduced lumen sizes (effective diameter
underestimated by 40%). Overall image quality was substantially improved on PCD, with higher spatial resolution and reduced
blooming artifacts, resulting in clearer delineation of stent struts. Effective lumen diameters were very accurate relative to
reference (2% underestimation). CNN reduced image noise by 44% on PCD images without impacting lumen quantification (< 0.6%
difference).

CLINICAL RELEVANCE/APPLICATION

Improved lumen visibility in stented coronary arteries will allow more accurate non-invasive assessment of in-stent restenosis,
potentially avoiding unnecessary interventions.

SSCA04-6 Myocardial T2 Value Is The Imaging Biomarker Of Myocardial Involvement In Active COVID-19

Participants
Livia Marchitelli, MD, Rome, Italy (Presenter) Nothing to Disclose

PURPOSE

Subclinical myocardial injury is not uncommon in COVID-19 and recognizes a complex multifactorial pathogenesis. We hypothesized
that CMR with myocardial mapping techniques would allow non-invasive detection of myocardial structural damage in patients with
active infection.*Methods and Materials In this retrospective observational cohort study, we enrolled 27 patients with active
COVID-19. Clinical and laboratory characteristics, including high sensitivity troponin T (hs-cTnT), were collected within 48 hours
prior to scan. Cooperative patients underwent a combined cardiothoracic-MRI protocol for the comprehensive assessment of
cardiovascular structures, lung parenchyma and pulmonary arterial tree; unstable patients underwent a 25-minutes fast protocol to



rule out myocardial and to assess pulmonary involvement.Relationships between CMR parameters, clinical and laboratory findings
were explored.Both uni and multivariate analyses (Chi-squared, t-test, Pearson correlation coefficient and regression model) were
performed to evaluate most significant predictors of myocardial injury.*Results CMR T1 and T2 values were increased in 11/27 and
14/27 patients, respectively, ranging from 987 to 1210 ms for T1 values and 47 and 63 ms for T2.Left ventricle ejection fraction
was impaired in 10/27 patients, ranging from 41% to 65%.Almost all patients were classified as “mild” according to Chinese CDC
clinical scoring for SARS-CoV-2 infection.Pulmonary parenchyma consolidation was detected in 11/27, ground-glass opacity in
23/27, interlobular septal thickening in 9/27 and pleural effusion in 4/27 patients. DWI revealed active lung inflammation in 17/27
patients. No pulmonary embolism was identified at MRA sequence, avoiding the CT angiography.A significant correlation was found
between T1 map, T2map and ECVmap alterations and increase HsTn (p<0,05). The regression model analysis also showed a
significant relationship between T2 value and CRP, WBC and lymphocytes count and Hs-cTnT.*Conclusions CMR mapping predicts
subclinical myocardial damage in COVID-19 active disease and correlates with WBC and lymphocytes count, CRP and HscTnT
levels.Myocardial T2 appears to be the prevalent imaging biomarker in active COVID-19 patients and the best predictor of
myocardial injury.Underlying pathological substrate likely includes a combination of tissue edema and myocarditis-like
fibrosis/necrosis changes.*Clinical Relevance/Application Myocardial damage in active COVID-19 patients consists in heterogeneous
patterns of injury ranging from acute myocarditis, to MINOCA, pericarditis, and CMR evidence of isolated edematous changes. The
prompt recognition of pattern disease is pivotal to drive therapy and patient’s management.

RESULTS

CMR T1 and T2 values were increased in 11/27 and 14/27 patients, respectively, ranging from 987 to 1210 ms for T1 values and 47
and 63 ms for T2.Left ventricle ejection fraction was impaired in 10/27 patients, ranging from 41% to 65%.Almost all patients were
classified as “mild” according to Chinese CDC clinical scoring for SARS-CoV-2 infection.Pulmonary parenchyma consolidation was
detected in 11/27, ground-glass opacity in 23/27, interlobular septal thickening in 9/27 and pleural effusion in 4/27 patients. DWI
revealed active lung inflammation in 17/27 patients. No pulmonary embolism was identified at MRA sequence, avoiding the CT
angiography.A significant correlation was found between T1 map, T2map and ECVmap alterations and increase HsTn (p<0,05). The
regression model analysis also showed a significant relationship between T2 value and CRP, WBC and lymphocytes count and Hs-
cTnT.

CLINICAL RELEVANCE/APPLICATION

Myocardial damage in active COVID-19 patients consists in heterogeneous patterns of injury ranging from acute myocarditis, to
MINOCA, pericarditis, and CMR evidence of isolated edematous changes. The prompt recognition of pattern disease is pivotal to
drive therapy and patient’s management.
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Sub-Events

SSINO5-1 Computed Tomography-based Radiomic Feature Analysis In Non-Small Cell Lung Cancer For Patient
Prognostic Stratification

Participants
Mitchell Chen, MD, London, United Kingdom (Presenter) Nothing to Disclose

PURPOSE

To develop and validate a radiomic prognostic vector using a comprehensive feature analysis of computed tomography (CT) scans
from patients diagnosed with non-small cell lung cancer (NSCLC) for predicting patient prognosis.*Methods and Materials In this
retrospective study, 292 patients (age: 68.6 + 10.4, M:F = 172:120) with NSCLC diagnosed at our multicentre institution between
2014 - 2017 were included, all of whom had contrast-enhanced chest CTs demonstrating primary cancer at the time of diagnosis.
Two radiologists double reviewed the scans, and performed semi-automated segmentation of the tumour, peritumoral penumbra,
and a spherical parenchymal patch in the surrounding pulmonary lobe. The imaging data were pre-processed to ensure uniform voxel
size and comprehensively analysed for radiomic features using in-house software. Unsupervised hierarchical clustering was
performed for each histological subtype on the normalised radiomic profile. The dataset was 2:1 split into training and validation
sets, balanced for patient's age, sex, and tumour histology. Least absolute shrinkage and selection operator (LASSO)-Cox
regression feature selection was performed for deriving a composite radiomic prognostic vector (RPV), which was tested on the
validation set following k-means clustering. A statistical significance level of 5% was used.*Results Unsupervised hierarchical
clustering achieved significant difference in survival between the groups for each histology subtype (squamous cell: p = 0.0013,
adenocarcinoma: p = 0.0080). RPV-based patient stratification showed significant difference in survival between the risk groups (p
< 0.001). Univariate Cox regression showed significant predictive value of RPV for a more favourable survival in the higher risk group
(Hazard ratio: 2.10, 95% confidence interval (CI): [1.51-3.04], p < 0.001). Significant Pearson’s correlation was found between
RPV and tumour T stage (0.29, 95% CI [0.088, 0.46], p = 0.005), pleural attachment (0.40, 95% CI [0.21, 0.55], p < 0.0001] and
the presence of effusion (0.26, 95% CI [0.064, 0.44], p = 0.012). All quoted figures are those from the validation set.*Conclusions
Radiomic feature analysis can be a useful tool for stratifying patient prognostic risk in NSCLC.*Clinical Relevance/Application Recent
advances in image pattern recognition and data science have promoted a growing interest in using quantitative features in
oncological imaging for predicting patient prognosis and tumour phenotype, thereby facilitating personalised cancer care. In this
work, we present clear evidence supporting the clinical utility of CT-based radiomic analysis in NSCLC.

RESULTS

Unsupervised hierarchical clustering achieved significant difference in survival between the groups for each histology subtype
(squamous cell: p = 0.0013, adenocarcinoma: p = 0.0080). RPV-based patient stratification showed significant difference in survival
between the risk groups (p < 0.001). Univariate Cox regression showed significant predictive value of RPV for a more favourable
survival in the higher risk group (Hazard ratio: 2.10, 95% confidence interval (CI): [1.51-3.04], p < 0.001). Significant Pearson'’s
correlation was found between RPV and tumour T stage (0.29, 95% CI [0.088, 0.46], p = 0.005), pleural attachment (0.40, 95% CI
[0.21, 0.55], p < 0.0001] and the presence of effusion (0.26, 95% CI [0.064, 0.44], p = 0.012). All quoted figures are those from
the validation set.

CLINICAL RELEVANCE/APPLICATION

Recent advances in image pattern recognition and data science have promoted a growing interest in using quantitative features in
oncological imaging for predicting patient prognosis and tumour phenotype, thereby facilitating personalised cancer care. In this
work, we present clear evidence supporting the clinical utility of CT-based radiomic analysis in NSCLC.

SSINO5-2 Results Of The COVID-19 Lung CT Lesion Segmentation Challenge 2020

Participants
Marius Linguraru, DPhil, Washington, Dist. of Columbia (Presenter) Co-founder, PediaMetrix LLC

PURPOSE

Artificial intelligence (AI) for automatic detection and quantification of COVID-19 lesions in chest CT might play a role in the
asymptomatic detection, monitoring, or management of the disease. We organized a public challenge to directly compare different
Al algorithms and to establish a state-of-the-art benchmark for the detection task. We provide an overview and present the major
outcomes of this challenge.*Methods and Materials The challenge was hosted on grand-challenge.org to control data access.
Public images (n=295) from The Cancer Imaging Archive were expert annotated to include all CT lesions. In Phase 1, participants
were provided access to the “seen” data source for training (n=199) and validation (n=50). Twenty-three cases from this “seen”
data source were used for Phase 2 (testing) together with 23 cases from an “unseen” similar data source. The challenge started on
Nov. 2, 2020. Phase 1 data were released and 1,096 teams registered. The 225 teams that completed Phase 1 were given access



to Phase 2 data on Dec. 8, 2020, which 98 teams from 29 countries on 6 continents completed. Teams disclosed the use of
external training data or networks pre-trained on other lung pathology. The challengeR toolkit for statistical ranking was used to
form a consensus of algorithmic performance on different metrics, i.e., Dice coefficient, normalized surfaced, and normalized
absolute volume error.*Results The top performing Al algorithm achieved a mean Dice of 0.74%0.20 on the “seen” test data, and
0.60+0.26 on the “unseen” test data, utilizing external data in a semi-supervised fashion. All top 10 teams used a variation of the
2D/3D UNet. Participants took advantage of the open source packages like nnUNet and MONAI, which were adopted by 5 and 1 out
of 10 teams, respectively.*Conclusions The Al teams were able to rapidly train well-performing Al algorithms towards automatic
detection and quantification of COVID-19 lung lesions. However, robustness to unseen data decreased in the testing phase. This
gap may indicate that larger and more diverse data may be beneficial for training, as well as generalizability, and inherent goal/task
for any clinically-relevant Al tool.*Clinical Relevance/Application AI models may be rapidly trained by multiple teams for visualization
and measurement of COVID-19 specific lesions, potentially providing data at key clinical time points in the disease process towards
timely and patient-specific medical countermeasures, such as isolation of asymptomatic or pre-symptomatic patients undergoing
CT, or response to therapy. As more and more Al applications arise in the biomedical space, it is essential to be able to validate
and compare the functionality of these applications, of which a Grand-Challenge-like competition can prove useful.

RESULTS

The top performing Al algorithm achieved a mean Dice of 0.74%0.20 on the “seen” test data, and 0.60+0.26 on the “unseen” test
data, utilizing external data in a semi-supervised fashion. All top 10 teams used a variation of the 2D/3D UNet. Participants took
advantage of the open source packages like nnUNet and MONAI, which were adopted by 5 and 1 out of 10 teams, respectively.

CLINICAL RELEVANCE/APPLICATION

AI models may be rapidly trained by multiple teams for visualization and measurement of COVID-19 specific lesions, potentially
providing data at key clinical time points in the disease process towards timely and patient-specific medical countermeasures, such
as isolation of asymptomatic or pre-symptomatic patients undergoing CT, or response to therapy. As more and more AI applications
arise in the biomedical space, it is essential to be able to validate and compare the functionality of these applications, of which a
Grand-Challenge-like competition can prove useful.

SSINO05-3 Automated And Comprehensive Quantification Of Airway Wall Thickness In A Large Patient Collective
As CT Imaging Biomarker Of Chronic Obstructive Pulmonary Disease

Participants
Thomas Weikert, MD, Basel, Switzerland (Presenter) Nothing to Disclose

PURPOSE

Airway wall thickening is a consequence of inflammatory disease of the airways that is usually only qualitatively described in
radiology reports. The purpose of this study is to automatically quantify airway wall thickness throughout the lungs with the help of
Artificial Intelligence and assess its diagnostic potential by the example of Chronic Obstructive Pulmonary Disease (COPD).*Methods
and Materials This retrospective, single-center study included a consecutive series of unenhanced, high-resolution chest CTs.
Inclusion criteria were the mentioning of an explicit COPD GOLD stage in the written radiology report (time period: March, 2013 -
April, 2021). A control group of HRCTs with completely unremarkable lungs (identified using the written radiology report and visually
confirmed by a radiology resident; PGY-5). The DICOM images of all cases (slice thickness: 1mm) were processed by a validated Al
algorithm pipeline consisting of (1) a 3D UNet for segmentation of the bronchial tree (B) extraction of image patches perpendicular
to the centerlines of the bronchi (every 1 mm), and (C) a 2D UNet for segmentation of the bronchial walls. Wall thickness was
calculated locally across the full bronchial tree and then aggregated per bronchial generation. For evaluation, the average of
generations 4 to 9 was calculated per patient. Differences between control vs. COPD and between GOLD stages were analyzed
using two-sample t-tests, hypothesizing higher values in the COPD group.*Results A total of 756 chest CTs were identified and
processed. Of those, 708 patients had been diagnosed with COPD (GOLD Stage 4: 185). The control group comprised 48 cases.
Mean wall thickness differed statistically significantly between the control group and COPD patients. [1.67 mm (SD: 0.13) vs. 1.83
mm (SD: 0.13); p < 0.001]. Of note, the mean wall thickness in GOLD group 4 was statistically significantly higher compared to
groups GOLD 1-3 (p < 0.001).*Conclusions Whereas increased wall thickness as sign of chronic inflammation in COPD is known, the
approach presented in this study allows to provide evidence from a large patient collective due to its automated nature. Bronchial
walls were slightly, but statistically significantly thicker in patients with COPD and in higher GOLD stages.*Clinical
Relevance/Application Quantitative measurements considering the full bronchial tree instead of qualitative description could
enhance radiology reports and allow for precise monitoring of disease progression. Running in the background, the algorithm could
also point radiologist to cases with imaging biomarker values suspicious for inflammatory disease.

RESULTS

A total of 756 chest CTs were identified and processed. Of those, 708 patients had been diagnosed with COPD (GOLD Stage 4:
185). The control group comprised 48 cases. Mean wall thickness differed statistically significantly between the control group and
COPD patients. [1.67 mm (SD: 0.13) vs. 1.83 mm (SD: 0.13); p < 0.001]. Of note, the mean wall thickness in GOLD group 4 was
statistically significantly higher compared to groups GOLD 1-3 (p < 0.001).

CLINICAL RELEVANCE/APPLICATION

Quantitative measurements considering the full bronchial tree instead of qualitative description could enhance radiology reports and
allow for precise monitoring of disease progression. Running in the background, the algorithm could also point radiologist to cases
with imaging biomarker values suspicious for inflammatory disease.

SSINO05-4 Racoon: Building A Nationwide Radiological Infrastructure For Collaborative Imaging Research On
COVID-19

Participants

Tobias Penzkofer, MD, Berlin, Germany (Presenter) Researcher, Aprea Therapeutics AB;Researcher, Astellas Group;Researcher,
AstraZeneca PLC;Researcher, Celgene Corporation ;Researcher, Genmab A/S;Researcher, Incyte Corporation;Researcher, Lion
Biotechnologies, Inc;Researcher, Takeda Pharmaceutical Company Limited;Researcher, Eisai Co, Ltd;Researcher, Merck & Co,
Inc;Researcher, GlaxoSmithKline plc;Researcher, F. Hoffmann-La Roche Ltd;

PURPOSE

To build a nationwide infrastructure as an end-to-end solution for radiological research, Al training and biomarker development
during the COVID-19 pandemic.*Methods and Materials A collaborative initiative was created following a public funding initiative by



the Federal Ministry of Education and Research to fight the current COVID-19 pandemic and build pandemic preparedness measures.
The imaging platform RACOON (Radiology COOperative Network) was proposed to provide image based diagnosis, management and
follow-up research on a nation-wide scale.*Results All 36 university hospitals in Germany participate in this network project. Primary
goals were (a) to build a unique hybrid network infrastructure with both, distributed hardware nodes at each university hospital for
federated analysis and a cloud based central environment (b) to develop dedicated toolsets for structured reporting and annotation
of image datasets and Al training (c) to define a common data-model of CT reporting and aggregated clinical data (d) to enable
research use cases from the entire academic radiological community concerning the analysis of COVID-19. A cohort of 14,400 chest
imaging datasets are collected and reported according to the RACOON data model. Additionally, segmentations of 2880 of the
datasets are performed for Al research. Over 30 individual research topics ranging from screening to prognostic models were
defined and are being collaboratively executed within the project.*Conclusions Sparked by the extraordinary challenge of a global
pandemic we were able to create a unique collaborative infrastructure which, to our knowledge, has never been available with this
functionality or on this scale. RACOON allows oligo- and multicentric imaging research across the entire academic radiological
community nationwide while largely reducing the organizational overhead for federated Al training.*Clinical Relevance/Application -
A radiological network was built that enables science ready data acquisition on a nation-wide level- Dedicated toolsets ensure data
quality and foster image analysis research and Al development

RESULTS

All 36 university hospitals in Germany participate in this network project. Primary goals were (a) to build a unique hybrid network
infrastructure with both, distributed hardware nodes at each university hospital for federated analysis and a cloud based central
environment (b) to develop dedicated toolsets for structured reporting and annotation of image datasets and Al training (c) to
define a common data-model of CT reporting and aggregated clinical data (d) to enable research use cases from the entire
academic radiological community concerning the analysis of COVID-19. A cohort of 14,400 chest imaging datasets are collected and
reported according to the RACOON data model. Additionally, segmentations of 2880 of the datasets are performed for Al research.
Over 30 individual research topics ranging from screening to prognostic models were defined and are being collaboratively executed
within the project.

CLINICAL RELEVANCE/APPLICATION

- A radiological network was built that enables science ready data acquisition on a nation-wide level- Dedicated toolsets ensure
data quality and foster image analysis research and Al development

SSINO05-6 Predicting Patient Demographic Information From Chest Radiographs With Deep Learning

Participants
Jason Adleberg, MD, New York, New York (Presenter) Nothing to Disclose

PURPOSE

Deep learning models are increasingly playing a role in making important medical decisions within radiology in the United States.
Some decisions are especially high-stakes, such as whether a patient is experiencing an acute hemorrhagic stroke. However, many
deep learning models are trained on medical image datasets that poorly represent the diversity of the American population. In turn,
models may not perform well when making medical decisions for underrepresented populations. In this study, we create and
evaluate deep learning models to classify the biological sex, age decade, ethnicity, and insurance status of an individual patient
from a given chest radiograph. This technology can be used to ensure the creation of equitable medical imaging datasets and deep
learning models. Furthermore, it can illuminate certain anatomical regions that may differ in different groups of patients.*Methods
and Materials Deep Learning models were trained and tested on subsets from a pool of 63,663 posteroanterior (PA) radiographs in
the MIMIC-CXR dataset. When possible, a separate dataset, CheXpert, containing 29,452 PA radiographs was used as a validation
dataset. Four classification models were created: biological sex, age decade, ethnicity, and insurance status. EfficientNet-B4
architecture was used, along with extra layers for Gradient-weighted Class Activation Mapping (Grad-CAM) analysis. The
EfficientNet-B4 was initialized with ImageNet pretrained weights. Training was done on the Google Colab Pro platform. GPU hardware
varied per training session but typically was either an Nvidia K80 or an Nvidia P100.*Results On held-out test data from the MIMIC-
CXR dataset, macro-averaged ROC scores were as follows: 0.999 for biological sex (2 labels), 0.917 for age decade (7 labels),
0.907 for ethnicity (4 labels), and 0.709 for insurance status (3 labels). On the CheXpert validation dataset, ROC scores were 0.994
for biological sex and 0.871 for age decade.*Conclusions Deep learning models can predict the biological sex, age, ethnicity, and
insurance status of a patient from their chest radiograph. Visualization techniques are useful to ensure models function as intended,
and to demonstrate anatomical regions of interest. The Google Colab notebooks used in their creation are open-source and will be
made available at the time of publication.*Clinical Relevance/Application Deep learning models can predict the biological sex, age,
ethnicity, and insurance status of a patient from their chest radiograph.

RESULTS

On held-out test data from the MIMIC-CXR dataset, macro-averaged ROC scores were as follows: 0.999 for biological sex (2
labels), 0.917 for age decade (7 labels), 0.907 for ethnicity (4 labels), and 0.709 for insurance status (3 labels). On the CheXpert
validation dataset, ROC scores were 0.994 for biological sex and 0.871 for age decade.

CLINICAL RELEVANCE/APPLICATION
Deep learning models can predict the biological sex, age, ethnicity, and insurance status of a patient from their chest radiograph.
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SSPHO8

Physics (Cone-beam CT)

Participants

Joseph Stayman, PhD, Baltimore, Maryland (Moderator) Research Grant, Fischer Medical;Research Grant, General Electric
Company;Research Grant, Canon Medical Systems Corporation;Research collaboration, Koninklijke Philips NV;Research collaboration,
Siemens AG;Research collaboration, Varex Imaging Corporation

Xiaochuan Pan, PhD, Chicago, Illinois (Moderator) Founder, XP Imaging, LLC;Shareholder, XP Imaging, LLC;Founder, XPIM,
LLC;Shareholder, XPIM, LLC;Founder, Clarix Imaging Corp;Shareholder, Clarix Imaging Corp

Sub-Events

SSPH08-1 Noise And Streak Artifacts Reduction In Cone-beam Computed Tomography Using Wavelet
Decomposition

Participants
Mohamed Eldib, Aurora, Colorado (Presenter) Nothing to Disclose

PURPOSE

We have been developing a 2D anti-scatter grid (2D ASG) to improve the quality of cone-beam computed tomography (CBCT) in
image-guided radiation therapy. While 2D ASG significantly improves CT number accuracy, it also introduces fixed-pattern noise in
projections and artifacts in CBCT images. In this work, we introduce a method to reduce both stochastic noise and streak artifacts,
and artifacts induced by 2D ASG.*Methods and Materials A noise reduction filter was developed using wavelet decomposition, which
uses a bank of wavelet filters that sequentially removes high-frequency signal in projections and preserves low-frequency signal
containing the object information. Daubechies wavelets dB8 at level 4 were used with Bayes denoising. To preserve spatial
resolution after wavelet filtering, wavelet denoised CBCT image was subtracted from the original CBCT image. Subsequently, the
difference image was smoothed using a Gaussian filter, and smoothed difference image was added to the wavelet denoised CT
image. To test the method, imaging experiments were performed using a clinical linac-mounted CBCT system. CBCT projections of
phantoms were acquired using a 2D ASG with a grid ratio of 12 and a grid pitch of 1.2 mm. Images were reconstructed offline, using
a modified FDK method.*Results With the proposed method, both stochastic noise and 2D ASG induced artifacts in CBCT images
were significantly reduced. More than a factor of two improvements in signal-to-noise ratio and contrast-to-noise ratio were
observed, while the spatial resolution was preserved.*Conclusions The proposed method successfully reduced noise and noise-
induced streak artifacts without compromising spatial resolution. Since our method is frequency domain-based and does not involve
forward/backward projection, it is computationally fast. Finally, our work shows that wavelet-based denoising may be a viable
choice to reduce 2D-ASG induced image artifacts.*Clinical Relevance/Application We are developing 2D ASGs to improve the quality
of CBCT images used in image-guided radiation therapy. This work proposes a novel noise reduction method when 2D ASGs are used
during CBCT scans.

RESULTS

With the proposed method, both stochastic noise and 2D ASG induced artifacts in CBCT images were significantly reduced. More
than a factor of two improvements in signal-to-noise ratio and contrast-to-noise ratio were observed, while the spatial resolution
was preserved.

CLINICAL RELEVANCE/APPLICATION

We are developing 2D ASGs to improve the quality of CBCT images used in image-guided radiation therapy. This work proposes a
novel noise reduction method when 2D ASGs are used during CBCT scans.

SSPH08-2 Improving Intraoperative Visualization Of Arterial Branching Pattern Using A High Spatial Resolution
C-arm Photon Counting Detector CT System

Participants
Ke Li, PhD, Madison, Wisconsin (Presenter) Research Consultant, Pulmera Inc.

PURPOSE

During transarterial embolization procedures, it is crucial to provide treating physicians a clear visualization of complex arterial
branching patterns. The purpose of this work was to investigate the potential application of a C-arm photon counting detector CT
(PCD-CT) system for improving the visualization of arterial branching patterns during interventional procedures.*Methods and
Materials The developed C-arm PCD-CT system has a switchable add-on CdTe PCD to the conventional flat panel detector (FPD)-
based imaging platform. Cone beam CT acquisitions are performed in a binned mode to achieve the required readout frame rate. In
comparison, the PCD has a pixel size of 100 um and no binning is required to achieve up to 100 frames/s data acquisitions and thus
can potentially image small vessels with improved visualization. To demonstrate this potential, an anthropomorphic phantom
containing models of iodinated cerebral arteries, with its smallest branches down to 0.5 mm, was scanned by both the PCD-CT and
FPD-CBCT with matched narrow beam collimation (2.5 cm). A low dose protocol (7.1 mGy) with a short data acquisition time (7 s)
was used. Reconstruction pixel size (0.47 mm) and slice thickness (0.85 mm) were matched between PCD and FPD scans. MIP
images of vascular tree were generated over a range of 10 mm for performance evaluations.*Results 1) Distal vessels completely or
partial missed on FPD-CBCT images were clearly visualized on C-arm PCD-CT images. 2) When all distal and smaller artery branches



(0.5 mm) are considered, the CNR was 6.9 [95% CI: 5.8, 8.0] in PCD-CT and 2.9 [95% CI: 2.1, 3.7] in FPD-CBCT. 3) The limiting
spatial resolution of PCD-CT was measured to be 21 Ip/cm compared with 12 Ip/cm for FPD-CBCT.*Conclusions C-arm PCD-CT
offers potential advantages in improving the visualization of arterial branching pattern during interventional procedures.*Clinical
Relevance/Application Improved visualization of small arterial branching patterns in the interventional suite will significantly facilitate
the treatment planning in endovascular interventions.

RESULTS

1) Distal vessels completely or partial missed on FPD-CBCT images were clearly visualized on C-arm PCD-CT images. 2) When all
distal and smaller artery branches (0.5 mm) are considered, the CNR was 6.9 [95% CI: 5.8, 8.0] in PCD-CT and 2.9 [95% CI: 2.1,
3.7] in FPD-CBCT. 3) The limiting spatial resolution of PCD-CT was measured to be 21 Ip/cm compared with 12 Ip/cm for FPD-CBCT.

CLINICAL RELEVANCE/APPLICATION

Improved visualization of small arterial branching patterns in the interventional suite will significantly facilitate the treatment
planning in endovascular interventions.

SSPHO08-3 Correction Of Spectral Inconsistency-induced Image Artifacts In C-arm Photon Counting CT

Participants
Kevin J. Treb, Madison, Wisconsin (Presenter) Nothing to Disclose

PURPOSE

Recently, a photon counting detector CT (PCD-CT) prototype system was developed using a C-arm gantry. Since the PCD used in
this system consists of 20 individual CdTe panels, variations in the detector responses across these panels lead to low-frequency
concentric artifacts in PCD-CT images. The purpose of this study was to develop a method to correct these artifacts.*Methods
and Materials The underlying principle of the method is to decompose the measured data into a combination of two parts: a part
that is intrinsic to the image object and the other part that is extrinsic, dependent on factors such as the panel response function
and x-ray spectrum. To achieve this objective, materials with known compositions and thicknesses (i.e., acrylic and Al plates) were
imaged by the PCD. The measured data were used to fit a target function that aims to perform the aforementioned decomposition.
After the decomposition function is determined, the method was then used to correct data by isolating the image object dependent
component, and the final image is reconstructed using the corrected data. The method was validated using an anthropomorphic
head phantom with iodinated vessels and a Gammex dual-energy CT characterization phantom with both iodine and calcium inserts.
The method was compared with a conventional Fourier-based ring artifact correction method in terms of image nonuniformity index
(NUI), CNR, and spatial resolution.*Results Compared with the conventional ring correction method, the proposed method
successfully removed both beam hardening and concentric artifacts in the individual energy bin images and material basis images.
The NUI reduced from 30 to 8 HU (low-energy bin) or from 37 to 3 HU (high-energy bin) following correction. The CNR of the
material inserts was improved by at least a factor of 2 by the proposed method without any loss in spatial resolution. The
quantification bias of the inserts was reduced by at least 35% to be within 0.7 mg/ml.*Conclusions With the proposed correction
method, high-quality and artifact-free C-arm PCD-CT images can be generated to provide improved imaging guidance for
interventional procedures.*Clinical Relevance/Application This work provides a new pathway to generate high-quality spectral CT
images in the interventional room to help physicians perform immediate post-treatment assessments and monitor for hemorrhages.

RESULTS

Compared with the conventional ring correction method, the proposed method successfully removed both beam hardening and
concentric artifacts in the individual energy bin images and material basis images. The NUI reduced from 30 to 8 HU (low-energy
bin) or from 37 to 3 HU (high-energy bin) following correction. The CNR of the material inserts was improved by at least a factor of
2 by the proposed method without any loss in spatial resolution. The quantification bias of the inserts was reduced by at least 35%
to be within 0.7 mg/ml.

CLINICAL RELEVANCE/APPLICATION

This work provides a new pathway to generate high-quality spectral CT images in the interventional room to help physicians
perform immediate post-treatment assessments and monitor for hemorrhages.

SSPH08-4 Performance Evaluation Of An IGZO-Based Flat-Panel Detector In 2D Fluoroscopy And 3D Cone-
Beam CT

Participants
Niral Sheth, Baltimore, Maryland (Presenter) Nothing to Disclose

PURPOSE

Emerging flat-panel detectors (FPDs) based on high electron mobility oxide TFTs offer improvements in electronic noise, frame rate,
and fill factor compared to conventional FPDs with readout based on a-Si:H TFTs. We report the imaging performance for both 2D
fluoroscopy and 3D cone-beam CT (CBCT) of a new indium gallium zinc oxide (IGZO) TFT detector (3131Z, Varex, Salt Lake City
UT).*Methods and Materials The IGZO FPD features oxide TFTs combined with a-Si:H photodiodes and a high-resolution Csl
scintillator. The detector was implemented on an x-ray imaging bench in comparison to a conventional a-Si:H FPD (4030CB, Varex,
Salt Lake City UT) with system geometry emulating intraoperative CBCT (O-armTM imaging system, Medtronic, Littleton MA). 2D
imaging performance was characterized in terms of electronic readout noise, gain, linearity, lag, spatial resolution (MTF), image
noise (NPS), and detective quantum efficiency (DQE). CBCT performance for the IGZO system was evaluated for the first time in
terms of 3D MTF and NEQ, soft-tissue contrast-to-noise ratio (CNR), and visual image quality in anthropomorphic head and body
phantoms across a range of imaging protocols and dose levels.*Results The IGZO detector demonstrated ~2.5x lower electronic
noise than the a-Si:H system and ~27% increase in 2D DQE (at 1 mm-1) at matched pixel size and dose (EAK / frame < 1 puGy).
Tenth-frame image lag was reduced by ~26%, indicative of improved electron mobility. In CBCT imaging, the IGZO FPD exhibited
better uniformity (reduced ring artifacts) attributable to improved electronic noise characteristics and 3D MTF consistent with high-
resolution bone imaging applications. The improved 3D NEQ and CNR for the IGZO system (e.g., CNR = 6.1 for a 50 HU contrast
brain lesion at 4.7 mGy) benefit soft-tissue CBCT imaging.*Conclusions The FPD based on oxide TFTs demonstrated enhancements
in electronic noise, readout rate, and uniformity that improve 2D and 3D imaging performance compared to conventional FPD based
on a-Si:H TFTs. This technology appears to maintain the advantages of maturity and cost of a-Si:H sensors while advancing the
performance of the underlying active matrix TFT readout.*Clinical Relevance/Application Flat Panel Detectors with oxide TFTs could
form a new base technology with higher performance for digital x-ray detectors in fluoroscopy, radiography, and CBCT.



RESULTS

The IGZO detector demonstrated ~2.5x lower electronic noise than the a-Si:H system and ~27% increase in 2D DQE (at 1 mm-1)
at matched pixel size and dose (EAK / frame < 1 uGy). Tenth-frame image lag was reduced by ~26%, indicative of improved
electron mobility. In CBCT imaging, the IGZO FPD exhibited better uniformity (reduced ring artifacts) attributable to improved
electronic noise characteristics and 3D MTF consistent with high-resolution bone imaging applications. The improved 3D NEQ and
CNR for the IGZO system (e.g., CNR = 6.1 for a 50 HU contrast brain lesion at 4.7 mGy) benefit soft-tissue CBCT imaging.

CLINICAL RELEVANCE/APPLICATION

Flat Panel Detectors with oxide TFTs could form a new base technology with higher performance for digital x-ray detectors in
fluoroscopy, radiography, and CBCT.

SSPHO08-5 Feasibility Of Dual Energy Cone Beam Computed Tomography In Human Torso Sized Objects

Participants
Cem Altunbas, PhD, Aurora, Colorado (Presenter) Founder, M2 Technologies LLC

PURPOSE

While application of dual energy (DE) imaging principles in CBCT is an active area of research, utility of DE is currently limited to
small objects, such as extremities or small test phantoms. In this work, we explored the feasibility of DE material decomposition for
human torso sized objects, via implementing robust scatter mitigation methods in CBCT.*Methods and Materials High intensity of
scatter is the primary cause of degraded CT number accuracy in CBCT. To achieve sufficient quantitative accuracy for DE
processing, a novel 3D-printed antiscatter grid and a novel projection-domain based scatter correction algorithm were implemented
in a flat panel detector based CBCT. Iodine vials (concentrations: 2 - 40 mg/ml) were placed in small (head equivalent), and large
(pelvis equivalent) phantoms. CBCT and 16-slice multidetector CT (MDCT) scans of phantoms were obtained using sequential scans
at 90 and 140 kVp. Small phantom images were used for calibration, whereas large phantom images were used for evaluating iodine
mapping accuracy. CBCT and MDCT images were decomposed into iodine and water basis materials using an image-domain based
material decomposition method.*Results At 90 and 140 kVp, CT numbers of iodine vials showed a high degree of linear correlation
both in CBCT and MDCT images. Qualitatively, DE CBCT material decomposition in small and large phantoms yielded similar results,
implying that DE material decomposition is viable in pelvis sized phantoms. Quantitative evaluations supported our observations;
when compared to iodine concentration measurements in the small phantom, iodine concentration errors were 0.86+0.39 mg/ml and
0.32+0.31 mg/ml for CBCT and MDCT images, respectively, in the large phantom.*Conclusions We demonstrated that iodine
mapping in DE CBCT can be achieved in human torso sized phantoms when robust scatter correction strategies are implemented. In
our experiments, MDCT provided slightly better performance than CBCT. We attribute this discrepancy to other sources of image
quality degradation in the CBCT system, such as effects of image lag, nonlinear response at low exposure levels, and relatively
higher image noise.*Clinical Relevance/Application This work demonstrates the efficacy of iodine mapping in human torso sized
phantoms using dual energy CBCT imaging.

RESULTS

At 90 and 140 kVp, CT numbers of iodine vials showed a high degree of linear correlation both in CBCT and MDCT images.
Qualitatively, DE CBCT material decomposition in small and large phantoms yielded similar results, implying that DE material
decomposition is viable in pelvis sized phantoms. Quantitative evaluations supported our observations; when compared to iodine
concentration measurements in the small phantom, iodine concentration errors were 0.86+0.39 mg/ml and 0.32+0.31 mg/ml for
CBCT and MDCT images, respectively, in the large phantom.

CLINICAL RELEVANCE/APPLICATION
This work demonstrates the efficacy of iodine mapping in human torso sized phantoms using dual energy CBCT imaging.

SSPH08-6 Performance Characterization Of A Prototype Dual-layer Cone Beam Computed Tomography System

Participants
Fredrik Stahl, MD, Stockholm, Sweden (Presenter) Nothing to Disclose

PURPOSE

Conventional cone-beam CT (CBCT) provides limited discrimination between low-contrast tissues. Furthermore it is limited to single-
energy acquisitions. A dual-energy CBCT system could be used to separate photon energy with the potential to increase visibility of
clinically relevant features and acquire additional information relevant in a multitude of clinical imaging settings. In this work, the
performance of a novel dual-layer dual-energy CBCT c-arm system is characterized for the first time.*Methods and Materials A
prototype dual-layer detector was fitted into a commercial interventional c-arm CBCT system. The modulation transfer function
(MTF) of the prototype CBCT was compared to that of a commercial CBCT. Noise and uniformity characteristics were evaluated
using a cylindrical water phantom. Effective atomic numbers and electron densities were estimated in clinically relevant tissue
substitutes. Iodine quantification was performed and virtual non-contrast (VNC) images were evaluated. Lastly, contrast-to-noise
ratios (CNR) and CT number accuracy were estimated.*Results The prototype and commercial CBCT showed similar spatial
resolution, with a mean 10% MTF of 5.98 and 6.28 cycles/cm, respectively. The lowest noise was seen in the 80 keV virtual
monoenergetic (VM) images (7.4 HU) and the most uniform images were seen at VM 60 keV (4.7 HU) or VM 80 keV (2.0 HU),
depending on the uniformity measure used. The mean accuracy in effective atomic number and electron density were 98.2% and
100.3%, respectively. Iodine quantification images showed a mean difference of -0.1 mg/ml compared to the true iodine
concentration. For VNC images, all water-containing iodine substitutes measured a mean CT number of 2.6 HU, blood substitutes
containing iodine averaged 43.2 HU, whereas the blood-only substitute measured 44.8 HU. A noise-suppressed dataset showed a
CNR peak at VM 40 keV and low at VM 120 keV. In the same dataset without noise suppression applied, a peak in CNR was obtained
at VM 70 keV. The estimated CT numbers of clinically relevant objects were very close to the calculated CT number.*Conclusions
Spatial resolution and noise were comparable with a commercially available c-arm CBCT system, while offering dual-energy
capability. Iodine quantifications, effective atomic numbers and electron densities were in good agreement with expected values,
indicating that the system can be used to reliably evaluate the material composition of clinically relevant tissues. The virtual non-
contrast and monoenergetic images indicate a consistent ability to separate clinically relevant tissues.*Clinical
Relevance/Application The results presented indicate that the system could find utility in diagnostic, interventional and radiotherapy
planning settings.

RESULTS
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respectively. The lowest noise was seen in the 80 keV virtual monoenergetic (VM) images (7.4 HU) and the most uniform images
were seen at VM 60 keV (4.7 HU) or VM 80 keV (2.0 HU), depending on the uniformity measure used. The mean accuracy in
effective atomic number and electron density were 98.2% and 100.3%, respectively. Iodine quantification images showed a mean
difference of -0.1 mg/ml compared to the true iodine concentration. For VNC images, all water-containing iodine substitutes
measured a mean CT number of 2.6 HU, blood substitutes containing iodine averaged 43.2 HU, whereas the blood-only substitute
measured 44.8 HU. A noise-suppressed dataset showed a CNR peak at VM 40 keV and low at VM 120 keV. In the same dataset
without noise suppression applied, a peak in CNR was obtained at VM 70 keV. The estimated CT numbers of clinically relevant
objects were very close to the calculated CT number.

CLINICAL RELEVANCE/APPLICATION
The results presented indicate that the system could find utility in diagnostic, interventional and radiotherapy planning settings.
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Breast Imaging (Advanced Breast Ultrasound)

Participants
Hiroyuki Abe, MD, Chicago, lllinois (Moderator) Nothing to Disclose
Deepa Sheth, MD, Chicago, lllinois (Moderator) Nothing to Disclose

Sub-Events

SSBR04-1 Sentinel Lymph Node Identification In Breast Cancer Patients Using Lymphosonography

Participants
Priscilla Machado, MD, Philadelphia, Pennsylvania (Presenter) Nothing to Disclose

PURPOSE

To evaluate the efficacy of contrast-enhanced ultrasound (CEUS) lymphosonography in the identification of sentinel lymph nodes
(SLNs) in patients with breast cancer undergoing surgical excision.*Methods and Materials To date 66 women scheduled for breast
cancer surgery with SLN excision were enrolled in this ongoing, IRB-approved study. Subjects underwent percutaneous Sonazoid
(GE Healthcare, Oslo, Norway) injections around the tumor area at the 12,-3,-6,-and 9 o’clock positions for a total of 1.0 ml.
Lymphosonography was done using Cadence Pulse Sequencing on an S3000 HELX scanner (Siemens Healthineers, Mountain View,
CA) with a 9L4 linear probe. Subjects received blue dye and radioactive tracer as part of their standard of care. After surgical
excision, the ex-vivo SLNs specimen were scanned using color Doppler to confirm the uptake of Sonazoid and sent for pathology.
The excised SLNs were classified as positive or negative for presence of blue dye, radioactive tracer and Sonazoid. The results
were compared between methods and pathology findings.*Results One-hundred and ninety-five SLNs were surgically excised from
66 subjects, 125 were positive for blue dye, 175 were positive for the radioactive tracer and 166 were positive for Sonazoid.
Comparison with the reference standard (blue dye) showed that the radioactive tracer had an accuracy of 67%, while
lymphosonography achieved an accuracy of 73% (p=0.56). When the comparison was done with radioactive tracer as the reference
standard, the blue dye injections had an accuracy of 66%, while lymphosonography achieved an accuracy of 80% (p<0.001). Of
the 195 SLNs excised, 26 were determined to be malignant by pathology; amongst them 13 were positive for blue dye, 19 were
positive for radioactive tracer and 26 were positive for Sonazoid, which translated into an accuracy of 50% for blue dye, 73% for
radioactive tracer and 100% for lymphosonography (p<0.008).*Conclusions Lymphosonography achieved better accuracy compared
with radioactive tracer and blue dye for identifying SLNs in breast cancer patients. All the 26 SLNs positive for malignancy were
identified by lymphosonography.*Clinical Relevance/Application Lymphosonography is an ultrasound modality that uses ultrasound
contrast agents to identify SLNs, which is an important aspect of predicting outcomes for patients with breast cancer.

RESULTS

One-hundred and ninety-five SLNs were surgically excised from 66 subjects, 125 were positive for blue dye, 175 were positive for
the radioactive tracer and 166 were positive for Sonazoid. Comparison with the reference standard (blue dye) showed that the
radioactive tracer had an accuracy of 67%, while lymphosonography achieved an accuracy of 73% (p=0.56). When the comparison
was done with radioactive tracer as the reference standard, the blue dye injections had an accuracy of 66%, while
lymphosonography achieved an accuracy of 80% (p<0.001). Of the 195 SLNs excised, 26 were determined to be malignant by
pathology; amongst them 13 were positive for blue dye, 19 were positive for radioactive tracer and 26 were positive for Sonazoid,
which translated into an accuracy of 50% for blue dye, 73% for radioactive tracer and 100% for lymphosonography (p<0.008).

CLINICAL RELEVANCE/APPLICATION

Lymphosonography is an ultrasound modality that uses ultrasound contrast agents to identify SLNs, which is an important aspect of
predicting outcomes for patients with breast cancer.

SSBR04-2 Percutaneous Sonazoid Enhanced Ultrasonography Combined With In Vitro Verification For Detection
And Characterization Of Sentinel Lymph Nodes In Early Breast Cancer

Participants
Yan Sun, MD, Philadelphia, Pennsylvania (Presenter) Nothing to Disclose

PURPOSE

To assess the efficacy of percutaneous Sonazoid-enhanced ultrasound and in vitro verification for identification sentinel lymph
nodes (SLNs) and diagnosis of metastatic SLNs in patients with early breast cancer(BC).*Methods and Materials 115 patients with
early BC were enrolled finally. After the induction of general anesthesia, 0.4 ml of Sonazoid (SNZ), a new second-generation tissue
specific ultrasound contrast agent (UCA), mixed with 0.6ml of methylene blue, was injected intradermally. The lymphatic vessels
and connected SLNs were immediately observed and marked. After being resected, these SLNs were soaked in saline water and
examined still in the mode of contrast enhanced ultrasound (CEUS) in vitro, This procedure could ensure that all the enhanced
nodes had been removed as much as possible. The numbers of SLNs detected by UCA and blue dye were recorded. The
enhancement patterns of SLNs were compared with the final pathological results.*Results SLNs detection rate by SNZ-CEUS was
94.78%. CEUS identified a median of 1.5 nodes, while blue dye identified a median of 1.84 nodes per case(P<0.001). When
homogeneous high perfusion, complete annular high perfusion and low perfusion were considered negative, the diagnostic sensitivity
and specificity of CEUS for SLN were 90.91% and 84.50%, and the negative predictive value was 97.32%. The FNR was 9.09%. The



diagnostic performance of CEUS for SLN is better than that of gray scale ultrasonography.*Conclusions Percutaneous SNZ-
enhanced ultrasonography combined with in vitro verification is a feasible and reliable method for SLNs identification
intraoperatively. Enhancement patterns can be helpful in determining the status of SLNs.*Clinical Relevance/Application (1)CEUS
with percutaneous injection of Sonazoid can successfully and accurately identify and character SLNs in early breast cancer
patients. (2) Sonazoid, with high affinity with reticuloendothelial cells, increases the imaging time of SLNs and facilitates biopsy
intraoperatively better than Sonovue as a lymphatic tracer.

RESULTS

SLNs detection rate by SNZ-CEUS was 94.78%. CEUS identified a median of 1.5 nodes, while blue dye identified a median of 1.84
nodes per case(P<0.001). When homogeneous high perfusion, complete annular high perfusion and low perfusion were considered
negative, the diagnostic sensitivity and specificity of CEUS for SLN were 90.91% and 84.50%, and the negative predictive value

was 97.32%. The FNR was 9.09%. The diagnostic performance of CEUS for SLN is better than that of gray scale ultrasonography.

CLINICAL RELEVANCE/APPLICATION

(1)CEUS with percutaneous injection of Sonazoid can successfully and accurately identify and character SLNs in early breast
cancer patients. (2) Sonazoid, with high affinity with reticuloendothelial cells, increases the imaging time of SLNs and facilitates
biopsy intraoperatively better than Sonovue as a lymphatic tracer.

SSBR04-4 3D Harmonic And Subharmonic US For Characterizing Breast Lesions: A Multi-center Clinical Trial

Participants

Flemming Forsberg, PhD, Philadelphia, Pennsylvania (Presenter) Research Grant, Canon Medical Systems Corporation;Research
support, Canon Medical Systems Corporation;Research support, General Electric Company;Speaker, General Electric
Company;Research support, Siemens AG;Research Grant, Butterfly Network, Inc;Research support, Lantheus Medical Imaging,
Inc;Research support, Bracco Group

PURPOSE

Breast cancer is the second most common cancer in the world and the most frequent type of cancer among women (30% of all
cancers). This multi-center study assessed the ability of contrast-enhanced, nonlinear 3D US imaging to characterize previously
indeterminate breast lesions using quantitative parameters and clinical assessments.*Methods and Materials In total 236 women
with biopsy-proven breast lesions were enrolled in this prospective, FDA approved study (IND: 112,241). Following conventional US
and power Doppler imaging (PDI), an US contrast agent (Definity, Lantheus Medical Imaging, N Billerica, MA) was administrated IV.
Contrast-enhanced 3D harmonic imaging (HI; transmitting/receiving at 5.0/10.0 MHz) as well as 3D subharmonic imaging (SHI;
transmitting/receiving at 5.8/2.9 MHz) were performed using a modified Logiq 9 scanner (GE Healthcare, Waukesha, WI) with a
4D10L probe. Five radiologists blinded to other results independently scored the 4 randomized US modes using a 7-point BIRADS
scale from negative to highly suggestive of malignancy as well as lesion vascularity and diagnostic confidence. Quantitative
parametric volumes were constructed from time-intensity curves for vascular heterogeneity, perfusion and area under the curve.
Diagnostic accuracy for US and mammography were determined relative to pathology using ROC and reverse, step-wise logistical
regression analyses. The ? statistic was calculated for inter-reader agreement.*Results Of the 236 cases, 219 were successfully
scanned and biopsies indicated 164 (75%) benign and 55 (25%) malignant lesions. 3D HI showed flow in 8 lesions, whereas 3D SHI
visualized flow in 83 lesions. SHI depicted more anastomoses and vascularity than HI (p<0.021), but there were no differences by
pathology (p>0.27). US modes achieved accuracies from 79-85%, which was significantly better than mammography (72%;
p<0.03). SHI increased diagnostic confidence by 3-6% (p<0.01), but inter-reader agreements were medium to low (?<0.52). The
best logistical regression model achieved a 96% accuracy by combining clinical reads and quantitative 3D SHI
parameters.*Conclusions 3D SHI is better at detecting contrast flow in vascular breast masses than 3D HI. Characterization of
indeterminate breast lesions with quantitative 3D SHI parameters and clinical assessments improves diagnostic accuracy.*Clinical
Relevance/Application Combining quantitative 3D SHI parameters and radiologists’ assessments increase the accuracy and
confidence for characterizing indeterminate breast lesions.

RESULTS

Of the 236 cases, 219 were successfully scanned and biopsies indicated 164 (75%) benign and 55 (25%) malignant lesions. 3D HI
showed flow in 8 lesions, whereas 3D SHI visualized flow in 83 lesions. SHI depicted more anastomoses and vascularity than HI
(p<0.021), but there were no differences by pathology (p>0.27). US modes achieved accuracies from 79-85%, which was
significantly better than mammography (72%; p<0.03). SHI increased diagnostic confidence by 3-6% (p<0.01), but inter-reader
agreements were medium to low (?<0.52). The best logistical regression model achieved a 96% accuracy by combining clinical reads
and quantitative 3D SHI parameters.

CLINICAL RELEVANCE/APPLICATION

Combining quantitative 3D SHI parameters and radiologists’ assessments increase the accuracy and confidence for characterizing
indeterminate breast lesions.

SSBR04-5 Artificial Intelligence (AI) System For Automated Triage Of Breast Ultrasound (US) Exams

Participants
Linda Moy, MD, New York, New York (Presenter) Grant, Siemens AG ;Advisory Board, Lunit Inc;Advisory Board, iCad, Inc

PURPOSE

To train an AI system to triage breast US exams into an enhanced assessment workflow and a no radiologist workflow (standalone
Al interpretation of US exams with very low probability for malignancy), with the goal of reallocating radiologist time towards exams
with high suspicion of malignancy.*Methods and Materials Our AI model was based on a neural network inspired by the Globally-
Aware Multiple Instance Classifier. To develop and validate this system, we curated a dataset consisting of 288,767 breast US
exams with 5,442,907 total images acquired from 143,203 patients examined between 2012 and 2019 at a large academic medical
center. 28,914 of these exams were associated with at least one biopsy procedure, 5,593 of which had biopsies yielding malignant
findings. Pathology was used as the reference standard. This dataset was split on into training (60%), validation (10%), and test
datasets (30%). The Al system was initially trained to automatically detect and classify breast lesions on US imaging with imaging-
level data and did not require region of interest input from radiologists. Predictions from this system were then used to channel
women to the two new workflows: a no radiologist workflow and an enhanced assessment workflow.*Results On a test set of
44,755 exams, the Al system achieved an AUC of 0.976 for identifying exams with malignant lesions. When triaging 60%, 70%, or
80% of women with the lowest AI scores from the test set into the no radiologist workflow, the false negative rate of the Al



system was 1 out every 11905 exams (0.008%), 4608 exams (0.02%), and 2532 exams (0.04%) respectively. When this triage
system was used to evaluate 3553 exams from the test set which were given a BI-RADS 3 assessment at the time of original read,
it reclassified 60%, 70%, and 80% of exams with the lowest AI scores as benign without missing any malignant lesions. When the
Al system utilized a high specificity threshold to triage exams it considered to be at high risk for malignancy, it placed 978 (2.2% of
total) exams into an enhanced assessment workflow, with high positive predictive value (69.6%) that significantly exceeded that of
the breast radiologists who initially evaluated the test set exams (15.7%). Despite representing only 2.2% of the test dataset, this
enhanced assessment workflow contained 56.5% of all malignant cases in the dataset.*Conclusions Our Al system could potentially
eliminate up to 60-80% of breast US exams from the radiologist worklist, with a false-negative rate of 0.008-0.04%.*Clinical
Relevance/Application Using a high sensitivity threshold, Al based software may function as a standalone interpreter and eliminate
low probability of malignancy cases from the radiologist worklist.

RESULTS

On a test set of 44,755 exams, the AI system achieved an AUC of 0.976 for identifying exams with malignant lesions. When triaging
60%, 70%, or 80% of women with the lowest AI scores from the test set into the no radiologist workflow, the false negative rate
of the Al system was 1 out every 11905 exams (0.008%), 4608 exams (0.02%), and 2532 exams (0.04%) respectively. When this
triage system was used to evaluate 3553 exams from the test set which were given a BI-RADS 3 assessment at the time of original
read, it reclassified 60%, 70%, and 80% of exams with the lowest AI scores as benign without missing any malignant lesions. When
the AI system utilized a high specificity threshold to triage exams it considered to be at high risk for malignancy, it placed 978
(2.2% of total) exams into an enhanced assessment workflow, with high positive predictive value (69.6%) that significantly
exceeded that of the breast radiologists who initially evaluated the test set exams (15.7%). Despite representing only 2.2% of the
test dataset, this enhanced assessment workflow contained 56.5% of all malignant cases in the dataset.

CLINICAL RELEVANCE/APPLICATION

Using a high sensitivity threshold, Al based software may function as a standalone interpreter and eliminate low probability of
malignancy cases from the radiologist worklist.

SSBR04-6 Artificial Intelligence (AI) System Reduces False-Positive Findings In The Interpretation Of Breast
Ultrasound (US) Exams

Participants
Linda Moy, MD, New York, New York (Presenter) Grant, Siemens AG ;Advisory Board, Lunit Inc;Advisory Board, iCad, Inc

PURPOSE

To evaluate an AI system to assist radiologists in interpreting breast US exams.*Methods and Materials We developed and
evaluated an AI system using a DCNN inspired by the Globally-Aware Multiple Instance Classifier. The model automatically identified
malignant and benign lesions without requiring manual annotations from radiologists. The Al system was trained using our internal
dataset of 288,767 US exams with 5,442,907 total images acquired from 143,203 patients between 2012-2019, including screening
and diagnostic exams. 28,914 of these exams were associated with at least one biopsy procedure, 5,593 of which had biopsies
yielding malignant findings. Pathology was used as the reference standard. This dataset was split on a patient level into training
(60%), validation (10%), and test datasets (30%). We validated our AI system with a reader study with 10 board-certified breast
radiologists (average 14.5 years of experience). Each reader reviewed 663 exams that were sampled from the test set. A hybrid
decision-making model was created for each reader which made predictions by evenly weighting the predictions of the reader and
Al system. Diagnostic accuracy of the Al system, readers, and hybrid models were evaluated using ROC curves.*Results On a test
set of 44,755 exams, the AI system achieved an AUC of 0.976 for identifying exams with malignancies. Among the 663 reader study
exams, the Al system had an AUC of 0.962, which was significantly higher than the average radiologist (0.929 £+ 0.018, p < 0.001).
At the average radiologist’s sensitivity (90.1%), the Al system had a higher specificity (85.6% vs 80.7%, p < 0.001) and
recommended fewer biopsies (19.8% vs 24.3%, p < 0.001). On average, the hybrid models improved radiologists’ AUC from 0.929 to
0.960. At the radiologists’ sensitivity levels, the hybrid models increased their average specificity from 80.7% to 88.4% (p < 0.001),
increased their PPV from 27.1% to 39.2% (p < 0.001), and decreased their average biopsy rate from 24.3% to 17.2% (p < 0.001).
The reduction in biopsies using the hybrid models represented 29.4% of all recommended biopsies.*Conclusions Our Al system
detected and diagnosed cancer on breast US with accuracy that exceeds that of board-certified radiologists. Our hybrid decision-
making models may potentially enhance the performance of breast imagers without the added cost of a second human
reader.*Clinical Relevance/Application Breast US detects additional cancers when used as a supplemental screening exam, but has
high false-positive rates. Al decision support improves diagnostic accuracy by decreasing unnecessary biopsies.

RESULTS

On a test set of 44,755 exams, the Al system achieved an AUC of 0.976 for identifying exams with malignancies. Among the 663
reader study exams, the AI system had an AUC of 0.962, which was significantly higher than the average radiologist (0.929 +
0.018, p < 0.001). At the average radiologist’s sensitivity (90.1%), the Al system had a higher specificity (85.6% vs 80.7%, p <
0.001) and recommended fewer biopsies (19.8% vs 24.3%, p < 0.001). On average, the hybrid models improved radiologists’ AUC
from 0.929 to 0.960. At the radiologists’ sensitivity levels, the hybrid models increased their average specificity from 80.7% to
88.4% (p < 0.001), increased their PPV from 27.1% to 39.2% (p < 0.001), and decreased their average biopsy rate from 24.3% to
17.2% (p < 0.001). The reduction in biopsies using the hybrid models represented 29.4% of all recommended biopsies.

CLINICAL RELEVANCE/APPLICATION

Breast US detects additional cancers when used as a supplemental screening exam, but has high false-positive rates. Al decision
support improves diagnostic accuracy by decreasing unnecessary biopsies.
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Alvin C. Silva, MD, Scottsdale, Arizona (Moderator) Scientific Advisory Committee, HealthMyne, Inc;Consultant, Exact Sciences
Corporation;Research Grant, Ascelia Pharma AB

Paul Nikolaidis, MD, Chicago, Illinois (Moderator) Nothing to Disclose

Bari Dane, MD, New York, New York (Moderator) Nothing to Disclose

Sub-Events

SSGI16-1 Deep Learning-enabled Single-kV Deluxe Abdominal CT Imaging With Spectral CT Functionalities

Participants
Meghan G. Lubner, MD, Madison, Wisconsin (Presenter) Grant, Koninklijke Philips NV;Grant, Johnson & Johnson

PURPOSE

Dual-energy or spectral CT has been implemented using advanced tube or detector technologies to provide virtual non-contrast
(VNC) and quantitative material basis images. Due to higher hardware costs, clinical workflow challenges, and other limitations, the
dissemination and employment of spectral CT in clinical abdominal CT practice have been restricted. The purpose of this work was
to develop and evaluate a novel deep learning network to harvest the hidden spectral information encoded in routine single-kV
contrast-enhanced abdominal CT projection data to generate an additional deluxe series of images with the desired spectral CT
functionalities.*Methods and Materials A deep learning architecture including a material basis generator and a VNC generator was
developed. The deep learning model was trained using a curated data set of 4,034 pairs of a high kV image and the corresponding
material basis images from hardware-based DECT acquisitions (Gemstone Spectral Imaging). The trained network was evaluated
using an independent test cohort of 90 subjects acquired at a different institution using different CT platforms and scan protocols:
among them, 74 subjects received GSI-based DECT but only the 140 kV-component of the acquired data were processed by the
network; the GSI images provide the needed reference standard for quantifying the network-based spectral CT accuracy. The
other 16 subjects received single-kV contrast-enhanced CT and true non-contrast CT and/or MRI to establish the gold standard
diagnosis.*Results Across the 74 test subjects, Bland-Altman analysis showed that the mean relative difference in spectral CT
image signal values between the GSI and the proposed method is 3.8% and the 95% limits of agreement are [-0.6%, 8.2%]. Two
One-Sided Test (TOST) for equivalence with an alpha of 0.05 showed that single-kV VNC images and true non-contrast images
have equivalent means within a bound of [-5HU, +5HU] (p<0.05) for all tissue types evaluated. As confirmed by MRI and other
clinical gold standards, the single-kV VNC images, iodine images, and atomic number maps provide the needed baseline HU and
quantitative contrast-uptake information for characterizing adrenal and renal masses and confidently prescribing
diagnosis.*Conclusions The deep learning-based method in this work enables conventional CT scanners and single-kV scan
protocols to generate spectral abdominal CT images with added quantitative imaging capability to improve diagnostic accuracy and
confidence.*Clinical Relevance/Application This method enables an integrated clinical abdominal CT workflow to improve diagnostic
accuracy and confidence while reducing radiation dose to patients and overall healthcare costs.

RESULTS

Across the 74 test subjects, Bland-Altman analysis showed that the mean relative difference in spectral CT image signal values
between the GSI and the proposed method is 3.8% and the 95% limits of agreement are [-0.6%, 8.2%]. Two One-Sided Test
(TOST) for equivalence with an alpha of 0.05 showed that single-kV VNC images and true non-contrast images have equivalent
means within a bound of [-5HU, +5HU] (p<0.05) for all tissue types evaluated. As confirmed by MRI and other clinical gold
standards, the single-kV VNC images, iodine images, and atomic number maps provide the needed baseline HU and quantitative
contrast-uptake information for characterizing adrenal and renal masses and confidently prescribing diagnosis.

CLINICAL RELEVANCE/APPLICATION

This method enables an integrated clinical abdominal CT workflow to improve diagnostic accuracy and confidence while reducing
radiation dose to patients and overall healthcare costs.

SSGI16-2 Multireader Assessment Of A Hybrid Dataset Of Real And Simulated Hypoenhancing Liver Lesions In
Dual-Energy CT Examinations

Participants
Fides Schwartz, MD, Durham, North Carolina (Presenter) Nothing to Disclose

PURPOSE

To assess whether virtual monoenergetic image reconstructions of dual-energy (DE) CT scans at 70 keV can improve detectability
of hypoenhancing liver lesions in comparison with the current standard mixed reconstructions, similar to the improvement seen in
hyperenhancing liver lesions.*Methods and Materials This retrospective study included DECT scans from 50 patients scanned with
second and third generation dual-source CT. A hybrid dataset was built including 11 patients with hypoenhancing liver lesions on
portal venous phase, and 39 patients without lesions, including several with hepatic steatosis. In 33 of the datasets without
lesions, small low-contrast lesions were artificially inserted into the parenchyma peripherally or near vessels following a previously
validated technique adapted to DECT that enables the design of challenging-to-detect lesions with diameters of 10, 15 or 20 mm



and -10, -15 or -20 HU of contrast relative to the liver parenchyma. Six lesion free datasets functioned as negative controls. Two
reconstructions were made: standard mixed images, and 70 keV. Three readers (6, 7 and 12 years of experience in diagnostic
radiology) evaluated the resulting 100 images in blinded, randomized order, marking low density liver lesions on the images and
giving their level of confidence with the lesion identification on a scale of 0 (not confident at all) to 100 (fully confident) as well as
an overall image quality score (O=image quality completely non-diagnostic, 100=perfect image quality). Accuracy, sensitivity and
specificity of lesion identification was evaluated per reconstruction. Detection confidence and image quality scores were compared
using t-tests.*Results Accuracy of lesion detection was 87% and 83% for 70 keV and mixed images respectively. Sensitivity was
89% and 80%, respectively and specificity was 78% and 96%, respectively. Reader confidence in lesion detection was not
significantly different between mixed images (82%) and 70 keV images (80%; P=0.26). Image quality was not rated statistically
significantly different between mixed images (79%) and 70 keV images (77%; P=0.67).*Conclusions Hypoenhancing liver lesion
detection accuracy and sensitivity was higher using 70 keV image reconstruction though specificity was lower than the standard
mixed images. Image quality and confidence were rated similar between 70 keV reconstructions and standard
reconstructions.*Clinical Relevance/Application Hypoenhancing liver lesions can be detected with higher accuracy and sensitivity on
70 keV reconstructions compared to standard mixed images and could be the new standard for clinical practice.

RESULTS

Accuracy of lesion detection was 87% and 83% for 70 keV and mixed images respectively. Sensitivity was 89% and 80%,
respectively and specificity was 78% and 96%, respectively. Reader confidence in lesion detection was not significantly different
between mixed images (82%) and 70 keV images (80%; P=0.26). Image quality was not rated statistically significantly different
between mixed images (79%) and 70 keV images (77%; P=0.67).

CLINICAL RELEVANCE/APPLICATION

Hypoenhancing liver lesions can be detected with higher accuracy and sensitivity on 70 keV reconstructions compared to standard
mixed images and could be the new standard for clinical practice.

SSGI16-3 Contrast-enhanced Abdominal CT With Clinical Photon-counting CT: Assessment Of Image Quality
And Comparison With Energy-integrating Detector CT

Participants
Kai Higashigaito, MD, Zurich, Switzerland (Presenter) Nothing to Disclose

PURPOSE

To determine the image quality of contrast-enhanced abdomen with clinical photon counting CT (PCCT) compared to energy
integrating detector CT (EID-CT) at the same radiation dose.*Methods and Materials Twenty-four consecutive patients (mean age
63.7 £ 10.5 years, 4 females, mean body mass index 26.9 £+ 6.2 kg/m2) were included in this prospective study. Inclusion criteria
were clinically indicated, contrast-enhanced abdominal CT in the portal-venous phase and previously obtained abdominal CT with
EID-CT in the same patients and using the same contrast media protocol. PCCT was performed using the QuantumPlus mode
(obtaining complete spectral data) at 120kVp. EID-CT was performed using automated tube voltage selection (reference 100 kVp).
For PCCT, virtual monoenergetic images (VMI) were reconstructed in 10 keV intervals from 40-90 keV using the same soft tissue
reconstruction kernel (Br36) and slice thickness as with EID-CT. Tube current-time product was modified in PCCT for each patient
to obtain the same CTDIvol values as with previous EID-CT. Attenuation of parenchymatous organs (liver, pancreas, spleen,
kidney) and vascular structures (abdominal aorta, portal vein, inferior caval vein) were measured, noise was quantified using the
standard deviation of attenuation in the psoas muscle, and contrast-to-noise ratio (CNR) was calculated. Two independent, blinded
radiologists assessed subjective image quality (overall image quality, image noise, image contrast).*Results Median time interval
between EID-CT and PCCT was 11 months. Inter-reader agreement for subjective image quality was good (Krippendorff's alpha =
0.774-0.902). CTDlvol (6.08 mGy, p=0.990) and body mass index (p=0.930) were similar between scans. Average CNRorgans and
CNRvascular for EID-CT was 3.7 £ 1.4 and 4.9 * 2.2 respectively, CNRorgans and CNRvascular for 40-90 keV ranged from 6.8 + 2.2
to 1.9 £ 0.9 and 9.0 £ 2.8 to 2.6 £ 2.5 respectively. CNRorgans and CNRvascular of VMI at 40 and 50 keV were significantly higher
compared to EID-CT (all, p<0.05). Compared to EID-CT, overall image quality of VMI was rated higher at 60 keV, image contrast
was rated higher at 40, 50 and 60 keV, and subjective image noise higher at 40 keV (all, p<0.05).*Conclusions Our intra-individual
analysis indicates that at identical radiation dose, clinical PCCT with reconstruction of VMI at 50 and 60 keV shows significantly
better image quality compared to EID-CT.*Clinical Relevance/Application Initial experience of clinical PCCT of contrast-enhanced
abdominal CT. Results indicate significant improvements of image quality of the PCCT system compared to conventional EID-CT.

RESULTS

Median time interval between EID-CT and PCCT was 11 months. Inter-reader agreement for subjective image quality was good
(Krippendorff's alpha = 0.774-0.902). CTDIvol (6.08 mGy, p=0.990) and body mass index (p=0.930) were similar between scans.
Average CNRorgans and CNRvascular for EID-CT was 3.7 £ 1.4 and 4.9 + 2.2 respectively, CNRorgans and CNRvascular for 40-90
keV ranged from 6.8 £ 2.2 to 1.9 £ 0.9 and 9.0 £ 2.8 to 2.6 £ 2.5 respectively. CNRorgans and CNRvascular of VMI at 40 and 50
keV were significantly higher compared to EID-CT (all, p<0.05). Compared to EID-CT, overall image quality of VMI was rated higher
at 60 keV, image contrast was rated higher at 40, 50 and 60 keV, and subjective image noise higher at 40 keV (all, p<0.05).

CLINICAL RELEVANCE/APPLICATION

Initial experience of clinical PCCT of contrast-enhanced abdominal CT. Results indicate significant improvements of image quality of
the PCCT system compared to conventional EID-CT.

SSGI16-4 Comparison Of Conventional And Spectral-based Tagged Stool Cleansing Algorithms At CT
Colonography

Participants
Sergio Grosu, MD, Munich, Germany (Presenter) Nothing to Disclose

PURPOSE

To compare the performance of conventional versus spectral-based electronic stool cleansing for iodine-tagged CT colonography
(CTC) using a dual-layer (DL) spectral detector scanner.*Methods and Materials We retrospectively evaluated iodine contrast
stool-tagged CTC scans of 30 consecutive asymptomatic patients (mean age: 69+8 years) undergoing colorectal cancer screening
obtained on a spectral DL detector CT scanner. One reader identified locations of electronic cleansing artifacts (n=229) on
conventional and spectral cleansed images. Three additional independent readers then evaluated these locations using a
conventional cleansing algorithm (Intellispace Portal, Philips, Best, Netherlands) and two experimental spectral cleansing algorithms



(i.e. fully transparent and translucent tagged stool). For each cleansed image set, readers recorded the severity of over- and
under-cleansing artifact on a five-point Likert scale (0=none to 4=severe) and readability compared to uncleansed images. Wilcoxon
signed-rank tests were used to assess artifact severity, type and readability (worse, unchanged, better).*Results Compared with
conventional electronic stool cleansing (mean score 3.02), the severity of overall cleansing artifacts was lower in translucent
spectral cleansing (mean score 2.32, p<0.001). Under-cleansing artifact severity was lower in transparent (mean score 2.28,
p<0.001) and translucent (mean score 1.81, p<0.001) spectral cleansing compared with conventional cleansing (mean score 2.66).
Over-cleansing artifact severity was worse in transparent (mean score 0.62, p<0.001) and translucent (mean score 0.51, p<0.05)
spectral cleansing compared with conventional cleansing (mean score 0.36). Overall readability was significantly improved in
transparent (p<0.001) and translucent spectral cleansing (p<0.001) compared with conventional cleansing.*Conclusions Spectral
cleansing provides more robust electronic stool cleansing of iodine tagged stool than conventional cleansing. Translucent spectral
stool cleansing is preferred over full transparent stool subtraction.*Clinical Relevance/Application Spectral-based electronic
cleansing of tagged stool at CTC provides superior images with less perceived anatomic distortion than does conventional cleansing.
Further clinical trials are warranted.

RESULTS

Compared with conventional electronic stool cleansing (mean score 3.02), the severity of overall cleansing artifacts was lower in
translucent spectral cleansing (mean score 2.32, p<0.001). Under-cleansing artifact severity was lower in transparent (mean score
2.28, p<0.001) and translucent (mean score 1.81, p<0.001) spectral cleansing compared with conventional cleansing (mean score
2.66). Over-cleansing artifact severity was worse in transparent (mean score 0.62, p<0.001) and translucent (mean score 0.51,
p<0.05) spectral cleansing compared with conventional cleansing (mean score 0.36). Overall readability was significantly improved
in transparent (p<0.001) and translucent spectral cleansing (p<0.001) compared with conventional cleansing.

CLINICAL RELEVANCE/APPLICATION

Spectral-based electronic cleansing of tagged stool at CTC provides superior images with less perceived anatomic distortion than
does conventional cleansing. Further clinical trials are warranted.

SSGI16-5 Dynamic Liver MRI During Free Breathing - A Feasibility Study With A Motion Compensated Variable
Density Radial Acquisition And A Viewsharing High Pass Filtering Reconstruction

Participants
Christoph Endler, MD, Bonn, Germany (Presenter) Nothing to Disclose

PURPOSE

Robust dynamic liver MRI sequences are essential for accurate detection and characterization of focal liver lesions. As optimal
dynamic imaging usually requires multiple breath-holds, its inherent susceptibility to motion artifacts frequently results in degraded
image quality in incompliant patients. Since free breathing imaging may overcome this drawback, the aim of this study was to
evaluate a MRI sequence acquired during free breathing using the VDGA SOS radial sampling scheme, that so far has not been
implemented in 4D applications.*Methods and Materials In a prospective pilot study, 27 patients received a routine abdominal MRI
protocol including the prototype free-breathing sequence (4DFreeBreathing) for dynamic imaging. This enables more convenient and
faster reconstruction through VDGA-SOS without the use of additional reconstruction hardware, and hypothetically higher
robustness regarding motion artefacts through soft-gating. A standard breath-hold sequence performed hereafter served as
reference standard. Out of the continuous dynamic data sets each dynamic phase was analyzed regarding image quality, motion
artifacts and vessel conspicuity using 5-point Likert scales. Furthermore, correct timing of the late arterial phase was compared to
the pre-examinations.*Results 4DFreeBreathing delivered motion-free dynamic images with high temporal resolution in each subject.
Overall image quality scores were rated good or excellent for 4DFreeBreathing and the gold standard without significant differences
(P=0.34). There were significantly less motion artifacts in the 4DFreeBreathing sequence (P<0.0001), while vessel conspicuity in
each dynamic phase was comparable for both groups (P=0.45, P>0.99, P=0.22, respectively). Correct timing of the late arterial
phase could be achieved in 27/27 (100%) examinations using 4DFreeBreathing vs. 35/53 (66%) pre-examinations using gold
standard (P<0.001).*Conclusions 4DFreeBreathing is a valuable technique that should be considered in special patient groups with
foreseeable non-compliance or with preceding non-diagnostic dynamic liver MRI as a beneficial alternative to standard breath-hold
sequences.*Clinical Relevance/Application 4DFreeBreathing allows for more convenient and faster reconstruction than current free
breathing techniques with even higher motion robustness due to the VDGA SOS radial sampling scheme. This is beneficial in
incompliant patients groups.

RESULTS

4DFreeBreathing delivered motion-free dynamic images with high temporal resolution in each subject. Overall image quality scores
were rated good or excellent for 4DFreeBreathing and the gold standard without significant differences (P=0.34). There were
significantly less motion artifacts in the 4DFreeBreathing sequence (P<0.0001), while vessel conspicuity in each dynamic phase was
comparable for both groups (P=0.45, P>0.99, P=0.22, respectively). Correct timing of the late arterial phase could be achieved in
27/27 (100%) examinations using 4DFreeBreathing vs. 35/53 (66%) pre-examinations using gold standard (P<0.001).

CLINICAL RELEVANCE/APPLICATION

4DFreeBreathing allows for more convenient and faster reconstruction than current free breathing techniques with even higher
motion robustness due to the VDGA SOS radial sampling scheme. This is beneficial in incompliant patients groups.

SSGI16-6 Respiratory Triggered Diffusion-weighted Imaging With A Single Diffusion Sensitising Gradient To
Reduce Image Acquisition Time -a Feasibility Study In The Workup Of Hepatocellular Carcinoma.

Participants
Adarsh Ghosh, MD, Philadelphia, Pennsylvania (Presenter) Nothing to Disclose

PURPOSE

We evaluated respiratory triggered unidirectional single-shot echo-planar imaging (u-SSEPI) as a time-saving measure in diffusion
imaging of the upper abdomen. Specifically, we compared the ADC values obtained from unidirectional DWI(u-SSEPI) and routine
DWI (4t-SSEPI) and also the diagnostic accuracies of unidirectional and routine DWI sequences in the identification of focal liver
lesions in the setting of chronic liver disease (CLD).*Methods and Materials This prospective, IRB approved study, included 48
patients of CLD who underwent-DCE-MRI on a 1.5 T scanner for hepatocellular carcinoma (HCC) workup. In addition to 4t-SSEPI,
u-SSEPI was acquired with the diffusion sensitising gradient being applied in only one direction; keeping all other parameters same
as 4t-SSEPI. Two blinded radiologists evaluated the DWI studies for image quality and detection of liver lesions. A composite gold



standard was established using DCE-MRI, follow-up imaging and patient clinical details. The apparent diffusion coefficients (ADCs)
of the liver, spleen and the lesions were compared between the two sequences. ROC analysis evaluated the diagnostic accuracy of
ADC from both the sequences in identifying HCC.*Results Eighty-eight lesions were identified using the composite gold standard. u-
SSEPI resulted in 3 times faster image acquisition. No statistically significant differences were demonstrated between the
unidirectional and routine DWI sequences for image quality parameters and lesion detection rates. Lesion wise comparison of the
ADC values from both the sequences was not statistically different (p = 0.8) with a coefficient of variation = 12-14%. The Bland-
Altman plots and the Passing-Bablock regression analysis demonstrated a systematic and proportional bias between the ADC values
obtained. The AUC of the ROC curve, however, was 0.63-01; 0.62-02 for routine DWI and 0.65; 0.62 for unidirectional DWI when
ADC was used to identify HCC (the AUCs were not statistically different (p = 0.6-0.8)).*Conclusions No significant differences were
demonstrated in the diagnostic accuracies of unidirectional and routine DWI in the diagnosis of HCC. Unidirectional diffusion may be
further evaluated in other organs where diffusion is isotropic, especially in respiratory triggered sequences where the imaging time
dividend is significant.*Clinical Relevance/Application Utilising diffusion sensitising gradient in a single direction with respiratory
triggering can reduce image acquisition times with no significant differences in image quality or diagnostic accuracies

RESULTS

Eighty-eight lesions were identified using the composite gold standard. u-SSEPI resulted in 3 times faster image acquisition. No
statistically significant differences were demonstrated between the unidirectional and routine DWI sequences for image quality
parameters and lesion detection rates. Lesion wise comparison of the ADC values from both the sequences was not statistically
different (p = 0.8) with a coefficient of variation = 12-14%. The Bland- Altman plots and the Passing-Bablock regression analysis
demonstrated a systematic and proportional bias between the ADC values obtained. The AUC of the ROC curve, however, was
0.63-01; 0.62-02 for routine DWI and 0.65; 0.62 for unidirectional DWI when ADC was used to identify HCC (the AUCs were not
statistically different (p = 0.6-0.8)).

CLINICAL RELEVANCE/APPLICATION

Utilising diffusion sensitising gradient in a single direction with respiratory triggering can reduce image acquisition times with no
significant differences in image quality or diagnostic accuracies
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Jonathan E. McConathy, MD, PhD, Birmingham, Alabama (Moderator) Research Consultant, Eli Lily and Company;Research Grant, Eli
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SSNMMIOG The Relation Of The Gleason Score, Prostate Health Index, Immunochemistry Staining Specific For
PSMA, 68Ga-PSMA-11 Accumulation, Apparent Diffusion Coefficient And Pharmacokinetic Analysis
During PET/MRI

Participants
Jiri Ferda, MD, PhD, Pilsen, Czech Republic (Presenter) Nothing to Disclose

PURPOSE

To evaluate the relationship between the level of the accumulation of the prostate specific membrane antigen (PSMA) ligand 68Ga-
PSMA-11 (HBED), apparent diffusion coefficient, the pharmacokinetic parameters of the tissue enhancement, the level of the
expression of the PSMA and Gleason score, and the prostate health index (PHI)*Methods and Materials Prospective study evaluated
40 whole mount prostate gross sections of 40 male patients with prostate cancer, they underwent the staging PET/MRI with the
application of 68Ga-PSMA-11, the biopsy confirmed the prostate carcinoma within three weeks. The evaluation of the prostate
carcinoma accumulation used the measurement of the standardized uptake value of 68Ga-PSMA-11s. The pathological staining was
made using immunochemistry targeted the molecule of PSMA. The samples to be stained were removed from whole mount section
according to the findings of PET/MRI. Gleason score was set in all patients. The following qualities were compared using Spearman
correlation coefficient: Gleason score, four step scale of the immunochemistry confirmation of expression of PSMA, PHI (including
proPSA level), than MRI derived values ADC (minimum value), Ktrans, iAUC, Ve , Kep .*Results The correlation of the expression of
PSMA assessed using histochemistry with the accumulation of 68Ga-PSMA-11 was found by the Spearmann correlation coefficient
(p=0.0011), the better correlation was found in patients where Gleason score pattern was 3 or 4 ( p= 0.006). ADC correlated with
PSA level (p=0.0074), with Gleason score pattern when it was 4 and 5 or, and with the overall accumulation of 68Ga-PSMA-11
(p=0.0157). Only Kep pharmacokinetic parameter correlates with the 68Ga-PSMA-11 (p=0.0052). ProPSA correlates with size of the
tumor and extraprostatic extension (both p<0.0001), PHI correlates with ADC weekly (p=0.0391)*Conclusions The level of the
PSMA ligand accumulation correlates with the PSMA expression assesed by the PSMA targeting immunochemistry staining; 68Ga-
PSMA-11 accumulation correlates surprisingly weakly to the Gleason score, when the pattern is 5, then accumulation tends to be
less expressed. The important finding is that the 68Ga-PSMA-11 accumulation relates to the real expression of PSMA molecule
within the prostatic gland cell membrane.*Clinical Relevance/Application The relevances of the presented finding is important to the
interpretationof the PET images using 68Ga-PSMA-11, when the accumulation is limited, the real presence of the PSMA protein
within prostatic glandular cells is limited

RESULTS

The correlation of the expression of PSMA assessed using histochemistry with the accumulation of 68Ga-PSMA-11 was found by the
Spearmann correlation coefficient (p=0.0011), the better correlation was found in patients where Gleason score pattern was 3 or 4
( p=0.006). ADC correlated with PSA level (p=0.0074), with Gleason score pattern when it was 4 and 5 or, and with the overall
accumulation of 68Ga-PSMA-11 (p=0.0157). Only Kep pharmacokinetic parameter correlates with the 68Ga-PSMA-11 (p=0.0052).
ProPSA correlates with size of the tumor and extraprostatic extension (both p<0.0001), PHI correlates with ADC weekly (p=0.0391)

CLINICAL RELEVANCE/APPLICATION

The relevances of the presented finding is important to the interpretationof the PET images using 68Ga-PSMA-11, when the
accumulation is limited, the real presence of the PSMA protein within prostatic glandular cells is limited

SSNMMIOG Comparative Efficacy Of PSMA-targeted 18F-DCFPyL PET-CT Scan And Multi-parametric MRI For
Detection And Staging Of Prostate Cancer: A Prospective Study

Participants
Soheil Kooraki, MD, Los Angeles, California (Presenter) Nothing to Disclose

PURPOSE

To compare the efficacy of 18F-DCFPyL PET/CT scan for detection of intra-prostatic and extra-prostatic lesions in individuals with
prostate cancer (PCa), compared to multiparametric MRI (mpMRI) of prostate.*Methods and Materials This IRB-approved, HIPAA-
compliant, open label, single-center, prospective study was nested in a clinical trial study which assesses clinical applications of
18F-DCFPyL PET/CT in individuals with PCa. Data of 110 patients who had undergone 18F-DCFPyL PET/CT were reviewed and 34
patients (mean age 70, ranged 59-92 years, mean PSA 20.7 ng/mL at the time of performing scan) who had completed a diagnostic
mpMRI no more than three months before acquisition of 18F-DCFPyL PET/CT were included. Whole body PET/CT scan was acquired



either for initial staging or restaging of PCa, approximately 60 minutes after injection of 9 £ 1 mCi 18F-DCFPyL. PET/CT scans were
interpreted by an experienced nuclear medicine specialist, blinded to the results of mpMRI. Findings were later compared to those of
mpMRI. The pre- and post- scan questionnaires were completed by the referring physician within two weeks before and four weeks
after 18F-DCFPyL PET/CT study, respectively.*Results 18F-DCFPyL PET/CT scan and mpMRI were concordant for detection of
intraprostatic lesions in 73.5% (25/34) of the study cohort. The intraprostatic findings were discordant in 9 patients, of whom two
had negative, and one had non-diagnostic mpMRI. Also, mpMRI found extra-capsular extension in 32.3% (11/34) of patients, for
which PET/CT study was limited. Positive regional and non-regional lymph nodes were found in 32.3% (11/34) and 5.9% (2/34) of
individuals by 18F-DCFPyL PET/CT, respectively, vs. regional lymph nodes in 2.9% (1/34) on mpMRI. Skeletal metastasis was
detected in 17.6% (6/34) by 18F-DCFPyL PET/CT compared to 2.9% (1/34) by mpMRI. Overall, based on the results of 18F-DCFPyL
PET/CT scan, staging was altered in 44.1% (15/34) of patients.*Conclusions 18F-DCFPyL PET/CT scan and mpMRI were concordant
for detection of intraprostatic lesions in 73.5% of the study cohort. 18F-DCFPyL PET/CT is more sensitive to detect regional and
non-regional lymph nodes and skeletal metastasis.*Clinical Relevance/Application In addition to localization of intraprostatic lesions,
18F-DCFPyL PET/CT has the advantage of depicting nodal and skeletal metastasis; therefore, acquiring 18F-DCFPyL PET/CT and
mpMRI together can be beneficial for patient care in the diagnostic path of PCa.

RESULTS

18F-DCFPyL PET/CT scan and mpMRI were concordant for detection of intraprostatic lesions in 73.5% (25/34) of the study cohort.
The intraprostatic findings were discordant in 9 patients, of whom two had negative, and one had non-diagnostic mpMRI. Also,
mpMRI found extra-capsular extension in 32.3% (11/34) of patients, for which PET/CT study was limited. Positive regional and non-
regional lymph nodes were found in 32.3% (11/34) and 5.9% (2/34) of individuals by 18F-DCFPyL PET/CT, respectively, vs. regional
lymph nodes in 2.9% (1/34) on mpMRI. Skeletal metastasis was detected in 17.6% (6/34) by 18F-DCFPyL PET/CT compared to
2.9% (1/34) by mpMRI. Overall, based on the results of 18F-DCFPyL PET/CT scan, staging was altered in 44.1% (15/34) of
patients.

CLINICAL RELEVANCE/APPLICATION

In addition to localization of intraprostatic lesions, 18F-DCFPyL PET/CT has the advantage of depicting nodal and skeletal
metastasis; therefore, acquiring 18F-DCFPyL PET/CT and mpMRI together can be beneficial for patient care in the diagnostic path
of PCa.

SSNMMIO6- Whole Prostate SUVmax On 18f-fluciclovine PET Correlates With Gleason Grade (Grade Group)
3 Change After Radical Prostatectomy In High Risk Patients With Primary Prostate Cancer

Participants
Olayinka Abiodun-0Ojo, MD,MPH, Atlanta, Georgia (Presenter) Nothing to Disclose

PURPOSE

Preoperative Gleason score (GS)/Grade group (GG) are important parameters for prostate cancer (PCa) staging and treatment
planning. The role of 18F-fluciclovine in primary PCa staging is currently being explored. The aim of this study was to determine
whether fluciclovine uptake in the prostate gland correlates with GS/GG change after radical prostatectomy (RP).*Methods and
Materials Fifty-six patients (mean age 61.8 [£7.1] years) with unfavorable intermediate to high risk PCa considered eligible for
surgery underwent 18F-fluciclovine PET/CT prior to robotic RP with extended pelvic lymph node dissection. Patients were diagnosed
with PCa and risk category was determined based on 12-core trans-rectal prostate biopsy findings and prostate-specific antigen
(PSA). On PET, regions of interest were highlighted around the prostate gland to determine the maximum standardized uptake
values (SUVmax). Following surgery, histopathologic assessment was performed and GS/GG were reported. GS/GG at prostate
biopsy and RP were compared and grade changes documented. Grade change was defined as any upward or downward change in
GG. PET prostate findings were correlated with GS/GG and grade change.*Results Median preoperative PSA was 15.50 ng/mL (2.49-
147.03 ng/mL). All patients had abnormal fluciclovine uptake in the prostate. There was no significant difference in whole prostate
SUVmax across GG at biopsy (p = 0.188) and RP (p = 0.708). Of the 56 prostate specimens analyzed, significant GG change was
found in 9/56 (16.1%) patients. GG downgrade and upgrade rates were 7/56 (12.5%) and 2/56 (3.6%), respectively. Patients that
were downgraded at RP had significantly lower whole prostate SUVmax than patients with no grade change (8.5 £ 2.6 vs 6.4 £ 0.6;
p<0.01).Additionally, fluciclovine uptake (SUVmax) was significantly higher in upgraded than downgraded cases (8.9 £2.2 vs. 6.8 =
1.7; p <0.01). ROC analysis showed SUVmax (area under curve = 0.78; 95% CI: 0.59-0.97) with cutoff of 7.3 yielded a sensitivity
of 80% and specificity of 79% for fluciclovine PET to predict upgrade. SUVmax was significantly associated with upgrading only
when downgraded cases were used as the reference group (p = 0.02). After adjusting for PSA, there was a non-significant
association between SUVmax and upgrading (p = 0.062).*Conclusions Fluciclovine PET uptake parameters may indicate upgrading of
patients with primary prostate cancer postoperatively, which is critical for accurate staging, treatment planning, and
outcome.*Clinical Relevance/Application Fluciclovine PET appears to be a valuable tool for pre-treatment staging and treatment
planning of primary prostate cancer patients.

RESULTS

Median preoperative PSA was 15.50 ng/mL (2.49-147.03 ng/mL). All patients had abnormal fluciclovine uptake in the prostate.
There was no significant difference in whole prostate SUVmax across GG at biopsy (p = 0.188) and RP (p = 0.708). Of the 56
prostate specimens analyzed, significant GG change was found in 9/56 (16.1%) patients. GG downgrade and upgrade rates were
7/56 (12.5%) and 2/56 (3.6%), respectively. Patients that were downgraded at RP had significantly lower whole prostate SUVmax
than patients with no grade change (8.5 £ 2.6 vs 6.4 £ 0.6; p<0.01).Additionally, fluciclovine uptake (SUVmax) was significantly
higher in upgraded than downgraded cases (8.9 £ 2.2 vs. 6.8 £ 1.7; p <0.01). ROC analysis showed SUVmax (area under curve =
0.78; 95% CI: 0.59-0.97) with cutoff of 7.3 yielded a sensitivity of 80% and specificity of 79% for fluciclovine PET to predict
upgrade. SUVmax was significantly associated with upgrading only when downgraded cases were used as the reference group (p =
0.02). After adjusting for PSA, there was a non-significant association between SUVmax and upgrading (p = 0.062).

CLINICAL RELEVANCE/APPLICATION

Fluciclovine PET appears to be a valuable tool for pre-treatment staging and treatment planning of primary prostate cancer
patients.

SSNMMI06- 18F-fluciclovine PET/CT And 68GA-PSMA PET/CT Guidance Of Salvage Radiotherapy In Patients With
4 Biochemical Recurrence Postprostatectomy: Interim Analysis Of A Secondary Endpoint From A
Randomized Trial

Participants



Olayinka Abiodun-0Ojo, MD,MPH, Atlanta, Georgia (Presenter) Nothing to Disclose
PURPOSE

We examined the potential influence of 18F-fluciclovine and 68Ga-PSMA PET/CT on salvage radiotherapy (RT) management
decisions (planned secondary endpoint) in patients with biochemical recurrence postprostatectomy.*Methods and Materials 68
patients (accrual goal: 140) with detectable prostate-specific antigen (PSA) postprostatectomy were randomized to treatment
planning guided by fluciclovine (mean dose: 9.96 £ 0.80 mCi) [arm A] or Ga-PSMA (mean dose: 5.07 + 0.21 mCi) with 20 mg Lasix
given unless contraindicated [arm B] in an ongoing prospective intention-to-treat clinical trial. Pre-PET RT plans were based on
clinical history, histopathology findings at prostatectomy, PSA trajectory and conventional imaging findings. Post-PET RT plans were
based on PET findings: no uptake or prostate bed (PB) only uptake - RT to PB only; pelvic nodal uptake - RT to PB+pelvis;
extrapelvic nodal uptake - no RT. For each arm, pre- and post-PET management decisions were compared and significance of
decision changes were determined using the Clopper-Pearson (exact) binomial method.*Results 3/68 patients dropped out before
PET scanning. Of the remaining 65 patients analyzed, 32 (median PSA 0.29 ng/mL) underwent fluciclovine PET and 33 (median PSA
0.31 ng/mL) Ga-PSMA PET. No significant difference in PSA at PET (p = 0.48), Gleason score (p = 0.73) and surgery-PET interval (p
= 0.94) between arms. On whole body analysis, positivity rate of fluciclovine was significantly higher than Ga-PSMA (96.9% vs
60.6%; p < 0.01). Overall RT decision change was 9/32 (28.1%) in arm A; in 4/32 (12.5%) patients, RT decision was withdrawn
because of systemic disease detected on PET. 5/28 (17.9%) patients with sustained plans to undergo RT had treatment fields
changed from RT to PB and pelvis to PB only. RT decision change was 12/33 (36.4%) in arm B; 5/33 (15.2%) patients had RT
decision withdrawn because of extrapelvic uptake on PET. 7/28 (25.0%) patients with final decision to undergo RT had fields
changed; 6/28 (21.4%) had fields reduced from RT to PB and pelvis to PB only, while 1/28 (3.6%) had fields increased from RT to
PB only to PB and pelvis. Changes in overall RT decisions and fields were statistically significant (P < 0.01) for both
arms.*Conclusions In this interim analysis, whole body positivity rate for fluciclovine was significantly higher than Ga-PSMA. Both
fluciclovine and Ga-PSMA had a significant influence on salvage RT management decisions.*Clinical Relevance/Application For PCa
patients with biochemical recurrence fluciclovine PET had higher positivity rate primarily due to superior ability to detect local
recurrence compared with Ga-PSMA. Both fluciclovine and Ga-PSMA had a significant influence on salvage radiotherapy
management decisions.

RESULTS

3/68 patients dropped out before PET scanning. Of the remaining 65 patients analyzed, 32 (median PSA 0.29 ng/mL) underwent
fluciclovine PET and 33 (median PSA 0.31 ng/mL) Ga-PSMA PET. No significant difference in PSA at PET (p = 0.48), Gleason score
(p = 0.73) and surgery-PET interval (p = 0.94) between arms. On whole body analysis, positivity rate of fluciclovine was
significantly higher than Ga-PSMA (96.9% vs 60.6%; p < 0.01). Overall RT decision change was 9/32 (28.1%) in arm A; in 4/32
(12.5%) patients, RT decision was withdrawn because of systemic disease detected on PET. 5/28 (17.9%) patients with sustained
plans to undergo RT had treatment fields changed from RT to PB and pelvis to PB only. RT decision change was 12/33 (36.4%) in
arm B; 5/33 (15.2%) patients had RT decision withdrawn because of extrapelvic uptake on PET. 7/28 (25.0%) patients with final
decision to undergo RT had fields changed; 6/28 (21.4%) had fields reduced from RT to PB and pelvis to PB only, while 1/28 (3.6%)
had fields increased from RT to PB only to PB and pelvis. Changes in overall RT decisions and fields were statistically significant (P <
0.01) for both arms.

CLINICAL RELEVANCE/APPLICATION

For PCa patients with biochemical recurrence fluciclovine PET had higher positivity rate primarily due to superior ability to detect
local recurrence compared with Ga-PSMA. Both fluciclovine and Ga-PSMA had a significant influence on salvage radiotherapy
management decisions.

SSNMMIOG The Impact Of 18F-DCFPyL (PSMA)PET On The Primary Staging And Management Of Men With
Unfavorable Intermediate Or High-risk Prostate Cancer

Participants
Adriano Basso Dias, MD, Toronto, Ontario (Presenter) Nothing to Disclose

PURPOSE

To determine whether 18F-DCFPyL (PSMA) PET (PET/CT or PET/MRI) performed at initial staging of men with unfavorable
intermediate or high-risk prostate cancer detects pelvic nodal and distant metastases more frequently than conventional imaging
(=CI; bone scan and CT+ MR) and to assess the impact of PSMA PET on patient management.*Methods and Materials There were
108 men with biopsy-proven unfavorable intermediate or high-risk prostate cancer with no metastases (n=84), oligometastatic
disease (=4 metastases) (n=22) or equivocal for extensive disease (>4 metastases) on CI (n=2) referred for primary staging with
PSMA PET. The diagnostic performance of PET for detection of pelvic nodal and distant metastatic disease was compared to
staging with CI. Metastatic sites and disease stage were recorded for each modality and compared with a composite reference
standard including histopathologic examination (when available), correlative imaging and clinical/biochemical follow-up. Pre-PET
intended treatment was recorded and compared to treatment after PET.*Results The performance (95% CI) of CI and PSMA PET
for the detection of pelvic nodal metastases was 0.79 (0.49, 0.95) vs 0.97 (0.84, 1.00) for sensitivity and 0.74 (0.63, 0.83) vs.
0.97 (0.90, 1.00) for specificity, respectively; and for distant metastases was 0.75 (0.43, 0.95) vs 1.00 (0.86, 1.00) for sensitivity
and 0.82 (0.72, 0.89) vs. 0.98 (0.91, 1.00) for specificity, respectively. PSMA PET altered stage in 42/108 (39%) and management
in 24/108 (23%) men. The most frequent change in management was from systemic to locoregional therapy in 10/108 (9.3%) and
from locoregional to systemic therapy in 9/108 (8.3%). Equivocal findings were encountered less frequently with PET (1/108, 0.9%)
than conventional imaging (27/108, 25%).*Conclusions In patients with unfavorable intermediate or high-risk biopsy prostate
cancer, initial staging with PSMA PET detects more nodal and distant metastases than CI and results in a change in management in
>20% of men. Long term follow-up is needed to determine whether this translates to better clinical outcomes.*Clinical
Relevance/Application PSMA PET is more sensitive in identifying nodal and distant metastases at initial staging of men with
unfavorable intermediate or high-risk prostate cancer, resulting in a frequent change in management.

RESULTS

The performance (95% CI) of CI and PSMA PET for the detection of pelvic nodal metastases was 0.79 (0.49, 0.95) vs 0.97 (0.84,
1.00) for sensitivity and 0.74 (0.63, 0.83) vs. 0.97 (0.90, 1.00) for specificity, respectively; and for distant metastases was 0.75
(0.43, 0.95) vs 1.00 (0.86, 1.00) for sensitivity and 0.82 (0.72, 0.89) vs. 0.98 (0.91, 1.00) for specificity, respectively. PSMA PET
altered stage in 42/108 (39%) and management in 24/108 (23%) men. The most frequent change in management was from
systemic to locoregional therapy in 10/108 (9.3%) and from locoregional to systemic therapy in 9/108 (8.3%). Equivocal findings
were encountered less frequently with PET (1/108, 0.9%) than conventional imaging (27/108, 25%).



CLINICAL RELEVANCE/APPLICATION

PSMA PET is more sensitive in identifying nodal and distant metastases at initial staging of men with unfavorable intermediate or
high-risk prostate cancer, resulting in a frequent change in management.

Printed on: 06/28/22
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Neuroradiology (Techniques and Methods: AI for Image Acquisition)

Participants
Daniel S. Chow, MD, Irvine, California (Moderator) Shareholder, Avicenna.aiConsultant, Canon Medical Systems CorporationGrant,
Canon Medical Systems CorporationConsultant, Cullen & GrandyGrant, NovoCure Ltd

Sub-Events

SSNR14-1 (Clinical Evaluation Of An AI-accelerated Two-minute Multi-shot EPI Protocol For Comprehensive
High-quality Brain MRI In An Emergency And Inpatient Setting

Participants
Augusto Goncalves Filho, MD, Boston, Massachusetts (Presenter) Nothing to Disclose

PURPOSE

Rapid, multi-contrast MRI of the brain can improve the evaluation of acutely ill patients who may not be able to tolerate prolonged
exams. In this work, we performed an initial clinical evaluation of an artificial-intelligence-accelerated multi-shot echo-planar
imaging (msEPI)-based method that provides multi-contrast images with high signal-to-noise ratio, high tissue contrast, and minimal
distortions within two minutes.*Methods and Materials With IRB approval, 26 patients from emergency and inpatient care settings
were prospectively scanned on two 3T systems (MAGNETOM Prisma and Skyra, Siemens) with prototype 2-min fast msEPI-based
sequences including the following contrasts: T2, T2*, inversion recovery-based T1, T2-FLAIR, and diffusion-weighted imaging (Fig.
1). Corresponding clinical reference scans lasting 10-min using turbo spin echo (TSE) scans were also acquired for comparison. Two
neuroradiologists blinded to sequence type independently reviewed the imaging data sets for the presence of 6 major imaging
findings (intracranial masses, hemorrhage, WM hyperintensities, subarachnoid FLAIR, diffusion restriction, and hydrocephalus). The
raters used a 3-point score to evaluate image degradation by noise and artifacts.*Results Data from 19 study participants were
included (7 subjects excluded due to incomplete datasets). ICCs showed almost perfect interobserver agreement for the evaluation
of intracranial masses (ICC = 1), WM hyperintensities (ICC = 0.83), diffusion restriction (ICC = 0.83), and hydrocephalus (ICC = 1);
and substantial agreement for intracranial hemorrhage (ICC = 0.76) and subarachnoid FLAIR hyperintensities (ICC = 0.65).
Comparisons of image quality (Fig. 2) showed increased noise on the msEPI exams for the T1, FLAIR and DWI (p<0.05) and
increased artifacts on T2, T2* and FLAIR (p<0.05), without compromising detection of the imaging findings.*Conclusions The Al-
accelerated 2-minute multi-shot EPI protocol provides rapid, comprehensive brain MRI evaluation of emergency and hospitalized
patients with a high degree of interobserver agreement for major brain imaging findings, similar to that of a 10-minute conventional
TSE-based protocol.*Clinical Relevance/Application A 2-min Al-accelerated multi-contrast brain MRI exam was evaluated in acutely
ill patients and shown to detect most imaging findings, in agreement with those on a conventional 10-min brain MRI exam.

RESULTS

Data from 19 study participants were included (7 subjects excluded due to incomplete datasets). ICCs showed almost perfect
interobserver agreement for the evaluation of intracranial masses (ICC = 1), WM hyperintensities (ICC = 0.83), diffusion restriction
(ICC = 0.83), and hydrocephalus (ICC = 1); and substantial agreement for intracranial hemorrhage (ICC = 0.76) and subarachnoid
FLAIR hyperintensities (ICC = 0.65). Comparisons of image quality (Fig. 2) showed increased noise on the msEPI exams for the T1,
FLAIR and DWI (p<0.05) and increased artifacts on T2, T2* and FLAIR (p<0.05), without compromising detection of the imaging
findings.

CLINICAL RELEVANCE/APPLICATION

A 2-min Al-accelerated multi-contrast brain MRI exam was evaluated in acutely ill patients and shown to detect most imaging
findings, in agreement with those on a conventional 10-min brain MRI exam.

SSNR14-2 Multi-center Multi-reader Clinical Evaluation Of Deep Learning Model For 10x Dose Reduction In
Contrast-enhanced Brain MRI With A Focus On Tumor Categorization

Participants
Srivathsa Venkata, MSc, Menlo Park, California (Presenter) Employee, Subtle Medical, Inc;Stockholder, Subtle Medical, Inc

PURPOSE

To evaluate the diagnostic performance of a deep learning (DL) algorithm for reduced gadolinium dosage through qualitative
assessment and quantitative study.*Methods and Materials 3D T1-weighted scans for pre-contrast injection, low dose (10%), and
full dose (100%) were acquired from 119 patients (59 females, 60 males;54+4/-16 years) from 3 institutions and 3 scanners using
different protocols. The dataset (56 train/13 validation/50 test) was used to train a DL model using the zero-dose and low-dose
images to predict the full-dose image thus reducing the dosage by 90%. 50 test cases were randomized and presented to 3 board-
certified neuroradiologists(10,15 & 23 years experience) who performed blinded evaluation of 100 image volumes (50 full-dose & 50
DL-synthesized). The evaluation criteria were tumor category (no tumor, enhancing, and non-enhancing tumors), overall image
quality (IQ) and image artifacts(IA). IQ & IA were scored using a 5 point Likert scale. Confusion matrices for the individual readers
were plotted for the 3 scoring criteria. Cohen’s kappa scores were computed for pairwise agreement between readers on the tumor
category for the DL-synthesized images. Enhancing tumor cases as identified by the readers were used to generate tumor masks
using a DL-based tumor segmentation algorithm. Dice scores were computed between the masks of ground truth and DL



synthesized images.*Results Using a majority voting scheme among readers to determine outcome, 98% (49/50) agreement was
observed for the tumor category. The 3 readers had substantial pairwise agreement of tumor category on the DL synthesized
images (Cohen’s kappa=0.61, 0.67 & 0.66 respectively). High values in the confusion matrix diagonals demonstrate good agreement
in the tumor category. High values in the right bottom elements in the confusion matrices of IQ and IA show that the DL
synthesized images are similar or better than the ground truth in terms of image quality and artifacts. Average Dice score was
0.88+/-0.06 (median = 0.91) for 17 enhancing tumor cases.*Conclusions DL algorithm reduced the gadolinium dosage by 90% with
diagnostic equivalence and non-inferior image quality.*Clinical Relevance/Application Given the growing concerns over the use of
gadolinium-based contrast agents, DL can reduce contrast dosage in diverse clinical settings.

RESULTS

Using a majority voting scheme among readers to determine outcome, 98% (49/50) agreement was observed for the tumor
category. The 3 readers had substantial pairwise agreement of tumor category on the DL synthesized images (Cohen’s kappa=0.61,
0.67 & 0.66 respectively). High values in the confusion matrix diagonals demonstrate good agreement in the tumor category. High
values in the right bottom elements in the confusion matrices of IQ and IA show that the DL synthesized images are similar or
better than the ground truth in terms of image quality and artifacts. Average Dice score was 0.88+/-0.06 (median = 0.91) for 17
enhancing tumor cases.

CLINICAL RELEVANCE/APPLICATION

Given the growing concerns over the use of gadolinium-based contrast agents, DL can reduce contrast dosage in diverse clinical
settings.

SSNR14-3 It'S Not Magic - Image Quality Improvement Of High Resolution 3d Brain Images Using Deep
Learning

Participants
Woojin Jung, Seoul, Korea, Republic Of (Presenter) Employee, AIRS Medical Inc

PURPOSE

Thanks to recent advances, modern clinical 3T MR system enables sub-millimeter resolution brain images. To achieve this, long scan
time for sufficient signal-to-noise ratio (SNR) is required. However, it is not always possible, depending on clinical situation. Also, it
might aggravate motion artifacts. While acquisition of high-resolution image with sufficient SNR in reasonable scan time is desirable,
it is a challenging goal. In this study, we developed and applied a deep-learning-based approach to enhance image quality of high-
resolution 3D T1-weighted images of the brain without an increase in scan time, and explore their clinical values.*Methods and
Materials From 80 sets of 3D MPRAGE data (60 for training, 6 for validation, and 14 for test) with 0.7 x 0.7 x 0.7 mm3 resolution
(TR/TE/TI = 2300/3.2/1040 ms, GRAPPA factor 2, scan time 320 s) at 3T clinical scanner, we trained and tested a deep-learning
model adopted Noise2Noise framework as a fundamental architecture. For the assessment of image quality, visual appropriateness
and identification of several clinically relevant anatomical structures were assessed by two experienced neuroradiologists. PSNR was
calculated for quantitative image quality evaluation, using retrospective noise simulation from the two full-sampled data.*Results In
all test set data, denoising was successfully applied in under-sampled data. In visual assessment, there was definite image quality
improvement as compared to conventional reconstruction results, and to fully sampled data (n=2). Proposed images enabled clear
depiction of putamina tail, cerebellar folia and hippocampus, as compared to conventional reconstruction images. Fine structures
such as mammillothalamic tract, claustrum, periaqueductal gray, and substantia nigra were consistently and clearly identified. Some
of them were not clearly seen in conventional reconstruction images, or even in fully sampled data. There was significant
improvement of PSNR, demonstrating the performance of the proposed method for the image quality improvement.*Conclusions Our
approach enables effective suppression of noise from undersampled MR images. As a result, we obtained 7T-like high resolution 3D
T1 weighted images in about 5 minutes at 3T scanner. It would be helpful to detect abnormalities in fine structures and for deep
brain stimulation targeting.*Clinical Relevance/Application From this approach, high-quality 3D T1-weigted images can be obtained
in reasonable scan time at clinical 3T MR. It would be helpful to detect abnormalities in fine structures, such as hippocampus, and
for deep brain stimulation targeting.

RESULTS

In all test set data, denoising was successfully applied in under-sampled data. In visual assessment, there was definite image
quality improvement as compared to conventional reconstruction results, and to fully sampled data (n=2). Proposed images enabled
clear depiction of putamina tail, cerebellar folia and hippocampus, as compared to conventional reconstruction images. Fine
structures such as mammillothalamic tract, claustrum, periaqueductal gray, and substantia nigra were consistently and clearly
identified. Some of them were not clearly seen in conventional reconstruction images, or even in fully sampled data. There was
significant improvement of PSNR, demonstrating the performance of the proposed method for the image quality improvement.

CLINICAL RELEVANCE/APPLICATION

From this approach, high-quality 3D T1-weigted images can be obtained in reasonable scan time at clinical 3T MR. It would be
helpful to detect abnormalities in fine structures, such as hippocampus, and for deep brain stimulation targeting.

SSNR14-5 K-space Based Deep Learning Reconstruction Empowers 60-70% Acceleration Of MR Imaging Of The
Spine

Participants

Lawrence N. Tanenbaum, MD, Riverside, Connecticut (Presenter) Speaker, General Electric Company;Speaker, Siemens AG;Speaker,
Guerbet SA;Speaker, Koninklijke Philips NV;Consultant, Enlitic, Inc;Consultant, icoMetrix NV;Consultant, Subtle Medical,
Inc;Consultant, Columbo;Consultant, Canon Medical Systems Corporation;Consultant, FUJIFILM Holdings Corporation

PURPOSE

This prospective, multireader study evaluates the impact on perceived image quality of highly scan-time reduced cervical (72%)
and lumbar (64%) spine MRI reconstructed with deep learning (DL).*Methods and Materials With IRB approval and patient consent,
26 consecutive patients underwent standard-of-care (SOC) and accelerated (FAST) spine MRI exams acquired on a GE 3T
Architect scanner. DL processing of the FAST scan data set (FAST-DL) was performed using an FDA-cleared CNN based, DL image
enhancement product - Air Recon DLTM. The k-space based tool offers powerful denoising, sharpness enhancement and elimination
of some artifacts such as truncation ringing. Two neuroradiologists were presented with the image sets in a paired side-by-side
fashion. Datasets were blinded and randomized in sequence and left-right display order. Image features were preference rated on a
5-point Likert scale for overall quality, structural conspicuity, cord/CSF contrast, sharpness, SNR and artifacts. Readers were



advised to search for image aberrations that could be attributable to DL processing.*Results FAST-DL was qualitatively better than
SOC and FAST for perceived signal-to-noise ratio (SNR) sharpness and artifacts. No image aberrations were noted.*Conclusions DL
enables 64-72% spine MRI scan time reduction as well as what radiologists perceive as enhanced image quality with benefits in
SNR, image sharpness and artifact reduction over SOC and FAST images without DL processing, providing gains in efficiency and
portending practice utility for routine use.*Clinical Relevance/Application Deep learning based MR image reconstruction techniques
can reduce scan times and improve quality and are now commercially available from multiple vendors suggesting the potential for
widespread use in practice.

RESULTS

FAST-DL was qualitatively better than SOC and FAST for perceived signal-to-noise ratio (SNR) sharpness and artifacts. No image
aberrations were noted.

CLINICAL RELEVANCE/APPLICATION

Deep learning based MR image reconstruction techniques can reduce scan times and improve quality and are now commercially
available from multiple vendors suggesting the potential for widespread use in practice.

SSNR14-6 Pilot Study To Evaluate The Feasibility Of Replacing Conventional Head CT Images With A Single
Series Of Thin-slice, Low-noise Images Created Using A Multi-kernel Synthesis Method

Participants
Akitoshi Inoue, MD,PhD, Rochester, Minnesota (Presenter) Nothing to Disclose

PURPOSE

Multi-kernel synthesis (MKS) is a CNN method to create CT images with high spatial resolution in bone regions (as with bone
reconstruction kernels) and low noise in brain regions (as with head reconstruction kernels). MKS creates a single, thin-slice image
series that can display bone and brain pathology. Our purpose was to determine if MKS images are non-inferior to routine clinical
images in diagnosing acute bone and brain lesions in head CT.*Methods and Materials 50 patients underwent head CT due to
trauma or acute-onset symptoms. Axial MKS (0.75mm) and routine (bone [0.75mm] and brain [5mm and 0.75mm]) images were
reconstructed. A non-reader neuroradiologist defined the reference standard for brain and bone pathology using routine CT, prior
and follow-up CT/MRI, and medical records. Three neuroradiologists, blinded to clinical information, reviewed either MKS or routine
images in two sessions, marking brain and bone pathologies and rating image quality. Subsequently, a side-by-side comparison was
performed (-4=MKS is worse, 0=MKS is equal to routine, +4=MKS is better).*Results The reference standard included 20 fractures
in 11 patients and 71 intracranial pathologies in 31 patients. Overall patient-level sensitivity and specificity were 0.89 (93/105; 95%
CI: 0.70—0.95) and 0.84 (38/45; 95% CI: 0.68—1.00) for routine CT and 0.87 (91/105; 95% CI: 0.63—0.92) and 0.89 (40/45; 95%
CI: 0.68—1.00) for MKS. For intracranial pathologies, sensitivity and specificity were 0.69 (95% CI: 0.62—0.75) and 0.81 (95% CI:
0.75—0.87) for routine CT and 0.69 (95% CI: 0.62—0.75) and 0.76 (95% CI: 0.69—0.82) for MKS. For fractures, lesion-level
sensitivity and positive predictive value were 0.48 (95% CI: 0.35—0.62) and 0.81 (95% CI: 0.64—0.92) for routine CT and 0.40
(95% CI: 0.28—0.53) and 0.73 (95% CI: 0.54—0.87) for MKS. The comparison scores of brain and bone images were -0.17+1.30
(range: -2—3) and -0.31+0.57 (range: -2—1), respectively, indicating only subtle differences.*Conclusions Reader performance for
identification of fractures and intracranial pathology in head CT was similar using a single series of thin-slice MKS images compared
to routine clinical CT with different slice thicknesses and kernels.*Clinical Relevance/Application MKS creates a single series of low-
noise, thin-slice images that can potentially replace multiple image series for head CT in the emergency setting.

RESULTS

The reference standard included 20 fractures in 11 patients and 71 intracranial pathologies in 31 patients. Overall patient-level
sensitivity and specificity were 0.89 (93/105; 95% CI: 0.70—0.95) and 0.84 (38/45; 95% CI: 0.68—1.00) for routine CT and 0.87
(91/105; 95% CI: 0.63—0.92) and 0.89 (40/45; 95% CI: 0.68—1.00) for MKS. For intracranial pathologies, sensitivity and
specificity were 0.69 (95% CI: 0.62—0.75) and 0.81 (95% CI: 0.75—0.87) for routine CT and 0.69 (95% CI: 0.62—0.75) and 0.76
(95% CI: 0.69—0.82) for MKS. For fractures, lesion-level sensitivity and positive predictive value were 0.48 (95% CI: 0.35—0.62)
and 0.81 (95% CI: 0.64—0.92) for routine CT and 0.40 (95% CI: 0.28—0.53) and 0.73 (95% CI: 0.54—0.87) for MKS. The
comparison scores of brain and bone images were -0.17+1.30 (range: -2—3) and -0.31+0.57 (range: -2—1), respectively,
indicating only subtle differences.

CLINICAL RELEVANCE/APPLICATION

MKS creates a single series of low-noise, thin-slice images that can potentially replace multiple image series for head CT in the
emergency setting.

Printed on: 06/28/22
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SSNRO9

Neuroradiology (Brain: Vascular (Excluding Acute Stroke)/Stroke (Diagnosis and Treatment))

Participants
Ajay Malhotra, MD, New Canaan, Connecticut (Moderator) Nothing to Disclose

Sub-Events

SSNR09-1 Admission NIHSS As A Clinical Marker Of Penumbra Underestimates The Size Of Tissue-at-Risk In
Right Versus Left-Sided Large Vessel Occlusion Stroke

Participants
Adrian Mak, New Haven, Connecticut (Presenter) Nothing to Disclose

PURPOSE

Admission NIHSS is used as clinical surrogate for penumbra when determining eligibility for endovascular therapy (ET) in the 6-24
hours extended time window after acute large vessel occlusion (LVO) stroke. However, it is known that the admission NIHSS for an
infarct of a given volume is higher in left compared to right hemispheric stroke. We aimed to determine the effects of LVO side on
final infarct volume and clinical outcome after ET with regards to admission NIHSS score.*Methods and Materials We analyzed the
post-thrombectomy infarct volume and distribution as well as discharge outcome in patients with anterior LVO that received ET and
follow-up MRI. We applied a multivariate voxel-wise general linear model to assess infarct distribution in relation to admission NIHSS,
post-thrombectomy reperfusion (mTICI), and discharge modified Rankin Scale (mRS) score. We performed multivariate regression
analyses to identify independent predictors of clinical and tissue outcomes, and ANOVA to investigate their interactions.*Results A
total of 469 patients were included (254 left; 215 right). Admission NIHSS was higher among those with left (median 16: IQR 10-22)
versus right-sided LVO (11: 8-16, p>0.001). In voxel-wise analysis, worse reperfusion (lower mTICI), lower admission NIHSS, and
poor discharge outcome (MRS >2) were associated with right-hemispheric infarct lesions. In multivariate analysis, right-sided LVO
was an independent predictor of larger final infarct volume (B=18.3, p=0.003). There was a significant three-way interaction
between admission stroke severity (based on NIHSS), LVO side, and mTICI regarding infarct volume (F(7,440)=2.11, p=0.041).
Specifically, in patients with moderate stroke (NIHSS 6-15), incomplete reperfusion (mTICI 0-2b) was associated with larger infarct
volume (55.5+76.6ml vs. 30.0+47.2ml, p<0.001) and worse discharge mRS (4: 2-4 vs. 3: 1-4, p=0.022) in right compared to left-
sided LVO. More tissue is saved for each degree of mTICI in patients with moderate stroke and right-sided LVO (F(4,440)=3.19,
p=0.013).*Conclusions Incomplete reperfusion leads to larger infarction of eloquent brain tissue and worse clinical outcome in
patients with right-sided LVO compared to left-sided LVO. These results likely represent larger tissue-at-risk in patients with right-
sided LVO for a given admission NIHSS score.*Clinical Relevance/Application Using admission NIHSS as “clinical penumbra” for ET
eligibility may lead to underestimation of tissue-at-risk and consequently to undertreatment among patients with right-sided LVO,
highlighting the advantage of objective imaging biomarkers for penumbra.

RESULTS

A total of 469 patients were included (254 left; 215 right). Admission NIHSS was higher among those with left (median 16: IQR 10-
22) versus right-sided LVO (11: 8-16, p>0.001). In voxel-wise analysis, worse reperfusion (lower mTICI), lower admission NIHSS,
and poor discharge outcome (MRS >2) were associated with right-hemispheric infarct lesions. In multivariate analysis, right-sided
LVO was an independent predictor of larger final infarct volume (8=18.3, p=0.003). There was a significant three-way interaction
between admission stroke severity (based on NIHSS), LVO side, and mTICI regarding infarct volume (F(7,440)=2.11, p=0.041).
Specifically, in patients with moderate stroke (NIHSS 6-15), incomplete reperfusion (mTICI 0-2b) was associated with larger infarct
volume (55.5+76.6ml vs. 30.0+47.2ml, p<0.001) and worse discharge mRS (4: 2-4 vs. 3: 1-4, p=0.022) in right compared to left-
sided LVO. More tissue is saved for each degree of mTICI in patients with moderate stroke and right-sided LVO (F(4,440)=3.19,
p=0.013).

CLINICAL RELEVANCE/APPLICATION

Using admission NIHSS as “clinical penumbra” for ET eligibility may lead to underestimation of tissue-at-risk and consequently to
undertreatment among patients with right-sided LVO, highlighting the advantage of objective imaging biomarkers for penumbra.

SSNR09-3 High-Speed Angiography At 1000 Fps Used To Assess Blood Flow Changes Induced By A Flow
Diverting Stent In-Vitro

Participants
Allison Shields, Buffalo, New York (Presenter) Research Grant, Canon Medical Systems Corporation

PURPOSE

Flow diversion is a well-established endovascular treatment option for intracranial aneurysms (IA’s). Current evaluation of treatment
success is generally restricted to qualitative evaluation of low-frame rate angiographic sequences. High-speed angiography (HSA)
was utilized to perform a quantitative assessment of hemodynamic changes induced by a flow diverting (FD) stent.*Methods and
Materials Blood flow changes were evaluated in a 3D-printed, patient-specific middle cerebral artery (MCA) saccular aneurysm
model. Baseline images of the flow into the aneurysm were acquired using 1000 fps HSA, enabled by a 5x7.5 cm FOV photon-
counting detector. Iodinated contrast injections were performed with an automated syringe injector, operated at a constant rate
and volume for all acquisitions. Flow was evaluated before treatment and after partial and full deployment of a Flow-Redirecting



Endoluminal Device (FRED) stent. Individual 1-ms images were evaluated sequentially to determine the flow velocity in the
aneurysm sac using an optical flow method.*Results Flow patterns in the high-speed sequences showed reduction of vortex flow in
the aneurysm after full FRED deployment. This phenomenon was further illustrated through the change in streamlines between each
deployment stage, which were calculated from the 1-ms velocity distributions obtained via optical flow. Partial FD deployment,
which is comparable to suboptimal device deployment or sizing, in this case resulted in more contrast entering the aneurysm and
thus had little flow diversion effect. Post-FD analysis showed a drastic improvement in both the magnitude and spatial distribution
of velocities in the aneurysm sac, at a resolution of one vector per 100 um.*Conclusions This study illustrated the ability of HSA to
provide high-temporal resolution, quantitative hemodynamic information before and after deployment of a FD stent. These results
demonstrate the feasibility of using such a method in an interventional setting to evaluate detailed velocity distribution changes
following IA treatment, which could be used as an additional predictive measure of treatment outcome at the time of the
procedure.*Clinical Relevance/Application High-temporal resolution, quantitative-flow data obtained during the endovascular
intervention may provide additional key information to assess the efficacy of the intervention.

RESULTS

Flow patterns in the high-speed sequences showed reduction of vortex flow in the aneurysm after full FRED deployment. This
phenomenon was further illustrated through the change in streamlines between each deployment stage, which were calculated from
the 1-ms velocity distributions obtained via optical flow. Partial FD deployment, which is comparable to suboptimal device
deployment or sizing, in this case resulted in more contrast entering the aneurysm and thus had little flow diversion effect. Post-FD
analysis showed a drastic improvement in both the magnitude and spatial distribution of velocities in the aneurysm sac, at a
resolution of one vector per 100 pm.

CLINICAL RELEVANCE/APPLICATION

High-temporal resolution, quantitative-flow data obtained during the endovascular intervention may provide additional key
information to assess the efficacy of the intervention.

Printed on: 06/28/22
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SSGI12

Gastrointestinal (Focal Liver Lesions - Non HCC/Dual Energy CT-Applications)

Participants

Frank H. Miller, MD, Chicago, Illinois (Moderator) Advisory Board, Bayer AGAdvisory Board, Guerbet

Mustafa Bashir, MD, Cary, North Carolina (Moderator) Research Grant, Siemens AGResearch Grant, NGM Biopharmaceuticals,
IncResearch Grant, Madrigal Pharmaceuticals, IncResearch Grant, Metacrine, IncResearch Grant, ProSciento, IncResearch Grant,
Medscape, LLCResearch Grant, Carmot Therapeutics Inc

Hailey Choi, MD, San Francisco, California (Moderator) Nothing to Disclose

Sub-Events

SSGI12-1 Iodine Quantification In Patients With Clinical Scans On Different Dual-energy CT Scanners: Impact
Of Normalization On Inter-scanner Variability

Participants
Simon Lennartz, MD, Boston, Massachusetts (Presenter) Institutional research support, Koninklijke Philips NV

PURPOSE

To compare intra-patient iodine quantification between different dual-energy CT (DECT) scanner types and investigate
normalization to mitigate clinical inter-scanner variability.*Methods and Materials 44 patients who underwent regular abdominal CT
for cancer follow-up on a dual-source (dsDECT), a rapid kVp switching (rsDECT) and a dual-layer detector scanner (dIDECT)
between 01/2016 and 09/2020 were included. Iodine concentrations were obtained ROI-based in the liver, pancreas, kidney, aorta,
portal vein, muscle, gallbladder and retroperitoneal fat. Absolute (IC) and three different normalized iodine concentrations (NICAA:
normalized to aorta; NICPV: normalized to portal vein; NICALL: normalized to overall iodine load of the liver, kidneys, pancreas,
aorta, portal vein) were compared between scanner types and median inter-scanner variability was calculated.*Results The time
between CT exams on different scanners as well as the amount of iodinated contrast media that was applied were comparable for
all inter-scanner comparisons (p-range: 0.9-0.99). IC was significantly different between DECT scanner types for all tissues
included except for the kidney and the aorta; largest differences in IC between scanner types were found in the liver and in the
retroperitoneal fat. The median inter-scanner variability of IC was highest in the liver for all inter-scanner comparisons (dsDECT vs
dIDECT: 24.97% (13.73-47.55%); dsDECT vs rsDECT: 27.51% (14.61-57.85%); rsDECT vs dIDECT: 22.59% (8.24-35.02%)), lowest
for the kidneys (dsDECT vs dIDECT: 14.89% (7.41-26.12%); dsDECT vs rsDECT: 14.79%(8.86-23.91%); rsDECT vs dIDECT: 11.19%
(4.16-23.02%)) and intermediate for the pancreas (dsDECT vs dIDECT 21.23% (6.96-37.37%); dsDECT vs rsDECT 19.86 % (10.9-
27.14%); rsDECT vs dIDECT: 12.81% (7.63-27.16%)). NICALL was the only normalization approach that decreased inter-scanner
variability of the pancreas and kidneys for all inter-scanner comparisons, whereas for the liver, it only reduced variability between
rsDECT and dIDECT (NICALL: 18.21% (8.52-27.94) vs IC: 22.59% (8.24-35.02)).*Conclusions Inter-scanner variability of iodine
quantification in DECT can in part be mitigated by normalization, yet variability in the liver remains on a high level. *Clinical
Relevance/Application Inter-scanner variability of iodine quantification in DECT should be acknowledged if the latter is used
longitudinally in patients examined on different DECT scanner types.

RESULTS

The time between CT exams on different scanners as well as the amount of iodinated contrast media that was applied were
comparable for all inter-scanner comparisons (p-range: 0.9-0.99). IC was significantly different between DECT scanner types for all
tissues included except for the kidney and the aorta; largest differences in IC between scanner types were found in the liver and in
the retroperitoneal fat. The median inter-scanner variability of IC was highest in the liver for all inter-scanner comparisons (dsDECT
vs dIDECT: 24.97% (13.73-47.55%); dsDECT vs rsDECT: 27.51% (14.61-57.85%); rsDECT vs dIDECT: 22.59% (8.24-35.02%)),
lowest for the kidneys (dsDECT vs dIDECT: 14.89% (7.41-26.12%); dsDECT vs rsDECT: 14.79%(8.86-23.91%); rsDECT vs dIDECT:
11.19%(4.16-23.02%)) and intermediate for the pancreas (dsDECT vs dIDECT 21.23% (6.96-37.37%); dsDECT vs rsDECT 19.86 %
(10.9-27.14%); rsDECT vs dIDECT: 12.81% (7.63-27.16%)). NICALL was the only normalization approach that decreased inter-
scanner variability of the pancreas and kidneys for all inter-scanner comparisons, whereas for the liver, it only reduced variability
between rsDECT and dIDECT (NICALL: 18.21% (8.52-27.94) vs IC: 22.59% (8.24-35.02)).

CLINICAL RELEVANCE/APPLICATION

Inter-scanner variability of iodine quantification in DECT should be acknowledged if the latter is used longitudinally in patients
examined on different DECT scanner types.

SSGI12-2 Orally Administered Mangoral (Manganese Chloride Tetrahydrate) And Intravenously Administered
Gadobenate Dimeglumine For MRI Of Colorectal Liver Metastases - An Intraindividual Comparison

Participants
Kohkan Shamsi, MD, PhD, Conshohocken, Pennsylvania (Presenter) Consultant, Ascelia Pharma

PURPOSE

The purpose of the study was to compare the diagnostic efficacy of orally administered mangoral-enhanced MRI (MMRI) with
intravenously administered gadobenate-enhanced MRI (GMRI).*Methods and Materials This is an independent re-read of a
previously reported phase II, single center study in which 20 patients with colorectal liver metastases underwent both MMRI and



GMRI within 1 week interval. Three independent radiologists (R1, R2, R3) evaluated unenhanced and enhanced T1 and T2-weighted
images describing number and size of the detected lesions and also assessed lesion border delineation and lesion contrast compared
to liver using a 4-point scale. A fourth radiologist tracked and matched the lesions identified by each of the three readers and
performed additional quantitative assessments on T1-weighted images. Descriptive statistics and CI were used to assess the
differences.*Results A higher number of liver lesions were detected by MMRI compared to GMRI by all 3 readers with overlapping
95%-confidence intervals (CI) (mean lesion number: R1: 2.15 vs 1.60; R2: 2.40 vs 2.15; 3.00 vs 2.65 for MMRI and GMRI
respectively). For border delineation, the scores for MMRI ranged from 6.40-9.37 compared to 4.41-7.79 for GMRI. Two out of 3
readers showed higher scores for lesion delineation for MMRI compared to GMRI with overlapping CIs. Two out of 3 readers had
higher scores for MMRI for lesion contrast compared to the liver with overlapping CIs (MMRI score: 6.80-10.84; GMRI score: 5.18-
8.74). Signal-to-noise ratio was 95 for MMRI and 96 for GMRI, lesion-to-liver contrast was 1.97 for MMRI and 1.65 for GMRI. The
liver enhancement ratio was 1.60 for MMRI and 1.31 for GMRI with overlapping CIs. Compared to unenhanced MRI, both MMRI and
GMRI enabled detection of smaller lesions.*Conclusions Orally administered manganese enhanced MRI showed similar efficacy in
terms of lesion detection, lesion visualization, lesion to liver contrast and lesion delineation of liver metastases as compared to
intravenous gadolinium enhanced MRI.*Clinical Relevance/Application Orally administered Mangoral, a manganese based liver specific
contrast agent, could be a valuable alternative for MRI of the liver in patients in whom use of gadolinium agents is restricted or
contra-indicated.

RESULTS

A higher number of liver lesions were detected by MMRI compared to GMRI by all 3 readers with overlapping 95%-confidence
intervals (CI) (mean lesion nhumber: R1: 2.15 vs 1.60; R2: 2.40 vs 2.15; 3.00 vs 2.65 for MMRI and GMRI respectively). For border
delineation, the scores for MMRI ranged from 6.40-9.37 compared to 4.41-7.79 for GMRI. Two out of 3 readers showed higher
scores for lesion delineation for MMRI compared to GMRI with overlapping CIs. Two out of 3 readers had higher scores for MMRI for
lesion contrast compared to the liver with overlapping CIs (MMRI score: 6.80-10.84; GMRI score: 5.18-8.74). Signal-to-noise ratio
was 95 for MMRI and 96 for GMRI, lesion-to-liver contrast was 1.97 for MMRI and 1.65 for GMRI. The liver enhancement ratio was
1.60 for MMRI and 1.31 for GMRI with overlapping CIs. Compared to unenhanced MRI, both MMRI and GMRI enabled detection of
smaller lesions.

CLINICAL RELEVANCE/APPLICATION

Orally administered Mangoral, a manganese based liver specific contrast agent, could be a valuable alternative for MRI of the liver in
patients in whom use of gadolinium agents is restricted or contra-indicated.

SSGI12-3 @Gallstones Detection On Dual Energy Computerized Tomography (DECT)- Is It Ready For Real-world
Use? A Retrospective Observational Study

Participants
Shambo Guha Roy, MBBS, Darby, Pennsylvania (Presenter) Nothing to Disclose

PURPOSE

Historically, CT was not seen as a reliable imaging modality for detection of gallstones (GS), as most of them are non-calcified.
However, with growing use of DECT it is time to reevaluate this notion. The advanced reconstruction algorithm of DECT in the form
of virtual non contrast (VNC) and virtual monochromatic (VMC) images improve the ability to detect non-calcified GS which was
shown in a few preliminary studies. However, none of them included a control group, thus the real-world sensitivity and specificity
of DECT for GS detection is yet to be addressed.*Methods and Materials This IRB approved retrospective study included all the
patients between January 2018 through December 2020 who underwent both DECT of the abdomen and right upper quadrant
ultrasound (US) within 6 months of each other. The presence or absence of GS on US was used as standard. All the DECT were
acquired in the portal phase and all of them includes polychromatic, VNC, VMC at 50Kev and Iodine map images in axial plane. The
CTs were reviewed by 4 attending radiologists, who were blinded to the US results. The CT results were taken as either positive or
negative for GS when at least 3 readers were in agreement. In case of a 2:2 results, a 5th reader was used.*Results A total of 209
DECT were reviewed. Among them 106 (48 males) had GS on US and 103 (43 males) were negative for GS. Patients with GS were
significantly older with mean age 61.5+16.3 years compared patients without GS (mean age 53.3+15.7 years). In 197 of 209 DECTs
there was 3:1 agreement between the readers. The rest of the 12 DECTs were reviewed by a 5th radiologist. The agreement
between 4 readers was assessed using Fleiss’ Kappa which was 0.76 suggesting a substantial agreement. The DECT was reported
as positive in 95 out of 106 patients with US proven GS. Furthermore, 98 out of 103 patient without gallstone on US were reported
as negative on DECT. The overall sensitivity, specificity, positive predictive value, negative predictive value and accuracy were
89.6%, 95.1%, 95%, 89.9% and 92.3%. Of note, in the actual DECT report only 74 out of 106 patients were reported as positive
for GS, corresponding to a sensitivity of only 69.8%, suggesting an education opportunity.*Conclusions DECT has excellent
sensitivity and specificity for detection of GS. VNC and low energy VMC images increase the detectability of GS over the standard
polychromatic images. Further research is needed to evaluate results of training and establishment of formal diagnostic criteria on
improving interobserver agreement.*Clinical Relevance/Application To our knowledge this is the first paper to address the real-world
accuracy of DECT for detection of GS and demonstrating strong clinical value of VNC and VMC images for increasing GS detection
rate when DECT is utilized for abdominal imaging.

RESULTS

A total of 209 DECT were reviewed. Among them 106 (48 males) had GS on US and 103 (43 males) were negative for GS. Patients
with GS were significantly older with mean age 61.5+16.3 years compared patients without GS (mean age 53.3+15.7 years). In 197
of 209 DECTs there was 3:1 agreement between the readers. The rest of the 12 DECTs were reviewed by a 5th radiologist. The
agreement between 4 readers was assessed using Fleiss’ Kappa which was 0.76 suggesting a substantial agreement. The DECT was
reported as positive in 95 out of 106 patients with US proven GS. Furthermore, 98 out of 103 patient without gallstone on US were
reported as negative on DECT. The overall sensitivity, specificity, positive predictive value, negative predictive value and accuracy
were 89.6%, 95.1%, 95%, 89.9% and 92.3%. Of note, in the actual DECT report only 74 out of 106 patients were reported as
positive for GS, corresponding to a sensitivity of only 69.8%, suggesting an education opportunity.

CLINICAL RELEVANCE/APPLICATION

To our knowledge this is the first paper to address the real-world accuracy of DECT for detection of GS and demonstrating strong
clinical value of VNC and VMC images for increasing GS detection rate when DECT is utilized for abdominal imaging.



S$SGI12-5 Computer-aided Liver Metastases Follow-up Changes Analysis In Cect By Volumetric Deep Learning:
A Comparative Study To Linear Recist 1.1

Participants
Leo Joskowicz, Jerusalem, Israel (Presenter) Officer, HighRAD Ltd

PURPOSE

To compare disease status classification of abdominal contrast enhanced CT (CECT) of liver metastases by radiologists to
computer-aided reading with a novel deep learning classification method that simultaneously analyzes liver metastasis changes
between the current and the prior CECT scans.*Methods and Materials Forty-three pairs of current and prior CECT scan studies of
patients with metastatic liver disease were retrospectively analyzed. The pairs of scans were acquired 4.9 (std=4.3, range=1.4-
21.0) months apart. The total number of liver metastases in all scans was 1,041 (mean=12.1, std=11.9, range=1-21). Two
radiologists performed a total of 172 readings to assess disease status classification using linear measurements with RECIST 1.1 (43
pairs each) and after two weeks with computer-aided evaluation (43 pairs each). The primary outcome measure was the disease
status and the tumor burden difference (TBD). The reference standard was defined by a third radiologist who manually delineated
all lesions and graded the disease status.Computer aided evaluation was performed with our novel method. It inputs the prior and
current CECT scans and automatically detects and segments the liver metastases in each scan with a simultaneous 3D U-Net
classifier. It identifies the changes in the number of metastases and computes the total metastases' volume and the metastases'
burden changes. The 3D U-Net was trained on 68 additional pairs of CECT scans of patients with metastatic disease with a total of
2,042 liver metastases.*Results There was agreement between the conventional and computer-aided readings by the two
radiologists in 62 (72%) readings of cases (PR=12, SD=26,PD=24) and discrepancy between them in 24 (28%) of cases (PR vs. SD
=1, PRvs. PD =1, SDvs. PR =11, SDvs. PD =8, PD vs. SD = 3). Of the 24 reading discrepancies, 19 (73%) were between SD vs.
PR or SD vs. PD. The difference between the RECIST 1.1 and the computer aided readings was statistically significant (p=0.02).
The main reason for the difference between the conventional and the computer-aided readings was the TBD (p=0.01). In
comparison to the third reader reference standard, both readers using the computerized tools had no statistically significant
categorization differences (p= 0.07-0.57).*Conclusions Automatic liver metastases change analysis by deep learning can accurately
and reliably compute the changes in the number of metastases, the total metastases volume, and the metastases burden between
prior and current CECT scans.*Clinical Relevance/Application AI-based computer-aided automatic liver metastases detection and
volume change may improve the estimation of changes of neoplastic involvement of the liver and the accuracy of disease status
evaluation.

RESULTS

There was agreement between the conventional and computer-aided readings by the two radiologists in 62 (72%) readings of
cases (PR=12, SD=26,PD=24) and discrepancy between them in 24 (28%) of cases (PRvs. SD =1, PRvs. PD =1, SDvs. PR =11,
SD vs. PD = 8, PD vs. SD = 3). Of the 24 reading discrepancies, 19 (73%) were between SD vs. PR or SD vs. PD. The difference
between the RECIST 1.1 and the computer aided readings was statistically significant (p=0.02). The main reason for the difference
between the conventional and the computer-aided readings was the TBD (p=0.01). In comparison to the third reader reference
standard, both readers using the computerized tools had no statistically significant categorization differences (p= 0.07-0.57).

CLINICAL RELEVANCE/APPLICATION

Al-based computer-aided automatic liver metastases detection and volume change may improve the estimation of changes of
neoplastic involvement of the liver and the accuracy of disease status evaluation.

S§SGI12-6 Clinical And Gd-EOB-DTPA-enhanced MR Imaging Features Associated With High Risk Hepatic
Adenomas

Participants
Justin Tse, MD, Cerritos, California (Presenter) Research Grant, General Electric Company ;Research Grant, Bayer AG

PURPOSE

To identify clinical and quantitative Gd-EOB-DTPA-enhanced MR imaging features associated with high-risk hepatic adenomas
(defined as beta-catenin-activated exon 3 genotype (BCAex3) or hemorrhage on surgical pathology).*Methods and Materials In this
retrospective, IRB-approved, and HIPAA compliant study, 64 hepatic adenomas (HCAs) from 53 adult patients (46 female, 7 male)
from 2009-2020 with Gd-EOB-DTPA-enhanced MRI and tissue pathology were reviewed. HCAs were classified as inflammatory (I-
HCA), hepatocyte nuclear factor-1 alpha mutated (H-HCA), beta-catenin-activated exon 3 (B-HCA), mixed beta-catenin-activated
exon 3 inflammatory (BI-HCA), or unclassified (U-HCA) with immunohistochemistry. Signal intensity ratios (SIR) were calculated by
comparing regions of interests of HCA to adjacent liver.*Results 64 HCAs were classified into 31 I-HCA, 16 H-HCA, 6 B-HCA, 4 BI-
HCA, and 7 U-HCA. BCAex3 genotype was associated with male sex (p=0.004; logistic regression) but not symptoms, AFP, age,
BMI, or number of HCAs. Increased HCA size was associated with both hemorrhage (p=0.004) and BCAex3 genotype (p=0.001). On
Gd-EOB-DTPA-enhanced MRI, only the hepatobiliary phase could distinguish among subtypes. Hepatobiliary phase SIR + standard
deviation were: I-HCA=0.70+0.08; H-HCA =0.46+0.12; B-HCA or BI-HCA=1.04+0.21; U-HCA=0.75%0.12; p=0.004, one-way
ANOVA). Post hoc Tukey test for multiple comparisons showed that SI ratios for I-HCA, H-HCA, and B-HCA or BI-HCA were
statistically different from each other (p<0.0001). Sensitivity and specificity of hepatobiliary phase SIR>0.8 for identifying BCAex3
genotype was 90% and 93%, respectively.*Conclusions BCAex3 genotype was associated with higher hepatobiliary phase SIR,
larger HCA size, and male sex. Histopathologic hemorrhage was associated with larger size.*Clinical Relevance/Application Current
guidelines (European Association for the Study of the Liver) recommend HCA management based on patient sex and lesion size, but
not subtype. Noninvasive identification of BCAex3 genotype (most likely to undergo malignant transformation) or those more likely
to bleed may improve risk stratification.

RESULTS

64 HCAs were classified into 31 I-HCA, 16 H-HCA, 6 B-HCA, 4 BI-HCA, and 7 U-HCA. BCAex3 genotype was associated with male
sex (p=0.004; logistic regression) but not symptoms, AFP, age, BMI, or number of HCAs. Increased HCA size was associated with
both hemorrhage (p=0.004) and BCAex3 genotype (p=0.001). On Gd-EOB-DTPA-enhanced MRI, only the hepatobiliary phase could
distinguish among subtypes. Hepatobiliary phase SIR + standard deviation were: I-HCA=0.70+0.08; H-HCA =0.46+0.12; B-HCA or
BI-HCA=1.04+0.21; U-HCA=0.75%0.12; p=0.004, one-way ANOVA). Post hoc Tukey test for multiple comparisons showed that SI
ratios for I-HCA, H-HCA, and B-HCA or BI-HCA were statistically different from each other (p<0.0001). Sensitivity and specificity of
hepatobiliary phase SIR>0.8 for identifying BCAex3 genotype was 90% and 93%, respectively.

CLINICAL RELEVANCE/APPLICATION



Current guidelines (European Association for the Study of the Liver) recommend HCA management based on patient sex and lesion
size, but not subtype. Noninvasive identification of BCAex3 genotype (most likely to undergo malignant transformation) or those
more likely to bleed may improve risk stratification.
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SSMKO05

Musculoskeletal (Pelvis and Hip)

Participants
Francesca D. Beaman, MD, Lexington, Kentucky (Moderator) Nothing to Disclose

Sub-Events

SSMK05-2 Deep Learning Based Fully Automated 3D Models Of Hip Labrum Based On MR Arthrography Are
Feasible And Allow Detection Of Differences In Labrum Volume Among Different Hip Deformities: A
Pilot Study

Participants
Malin Meier, MD, Bern, Switzerland (Presenter) Nothing to Disclose

PURPOSE

Evaluation of hip labrum is mainly based on morphologic 2D MRI. 3D reconstruction is possible via manual segmentation, but is time
consuming and therefore not part of clinical practice. We aimed to (1) develop and validate a deep learning approach for fully
automatic labrum segmentation based on MR hip arthrography against manual segmentation; (2) compare labrum volume among
different hip deformities.*Methods and Materials IRB-approved retrospective study of 48 patients (mean age 31 + 9 years, 52%
women) with femoroacetabular impingement and hip dysplasia (DDH) undergoing 3T MR arthrography including a 3D T1 MP2RAGE
sequence (0.5 x 0.5 x 1 mm voxel size). Patients were assigned to three subgroups based on acetabular coverage assessed on AP
pelvic radiographs: DDH with a lateral center edge angle (LCE<23°; n=20), normal acetabular coverage (LCE 23-38°; n=13), and
deep/ retroverted hips (LCE>38°; n=15). Manual segmentations of labrum served as training data for the neural network (3D U-Net)
to obtain an automated 3D labrum model. A 5-fold cross validation was performed and dice-, spearman correlation coefficient and
mean bias were calculated to assess the accuracy between manual and automatic segmented labrum models. Kruskal-Wallis test
was performed to compare labrum volume among different hip pathologies followed by pairwise comparisons using Mann-Whitney
test.*Results Spatial overlap (dice coefficient) of 3D manual and automatic labrum models was 76 £ 5 % corresponding to a mean
bias of 90 mm3 (95%CI: -24.4 to 203.5, p = 0.12) and almost perfect correlation (rs = 0.90, p <0.0001). Mean labrum volume
differed (p = 0.025) among the hip deformities with 2840 £1332 mm3 for DDH, 1825 + 488 mm3 for normal coverage and 2341 + 670
mm3 for deep / retroverted hips: Pairwise comparison showed significant differences in labrum volume between normal coverage and
DDH (p = 0.010) and between normal coverage and deep / retroverted hips (p = 0.0367). Labrum volume between DDH and deep /
retroverted hips did not differ significantly (p = 0.587).*Conclusions This pilot study shows the feasibility of automatic
segmentation of 3D labrum models using deep learning methods, allowing detection of differences in labrum volume across different
hip deformities.*Clinical Relevance/Application This validation highlights the potential for 3D assessment of labrum in large data sets
and paves way to routine use of these 3D MRI labrum models to potentially improve surgical decision making.

RESULTS

Spatial overlap (dice coefficient) of 3D manual and automatic labrum models was 76 £ 5 % corresponding to a mean bias of 90 mm3
(95%CI: -24.4 to 203.5, p = 0.12) and almost perfect correlation (rs = 0.90, p <0.0001). Mean labrum volume differed (p = 0.025)
among the hip deformities with 2840 +£1332 mm3 for DDH, 1825 + 488 mm3 for normal coverage and 2341 + 670 mm3 for deep /
retroverted hips: Pairwise comparison showed significant differences in labrum volume between normal coverage and DDH (p =
0.010) and between normal coverage and deep / retroverted hips (p = 0.0367). Labrum volume between DDH and deep /
retroverted hips did not differ significantly (p = 0.587).

CLINICAL RELEVANCE/APPLICATION

This validation highlights the potential for 3D assessment of labrum in large data sets and paves way to routine use of these 3D MRI
labrum models to potentially improve surgical decision making.

SSMK05-3 Deep Learning Tool For Accurate And Precise Automatic Measurement Of Femoral Component
Subsidence Following Total Hip Arthroplasty From Plain Radiographs

Participants
Pouria Rouzrokh, MD,MPH, Rochester, Minnesota (Presenter) Nothing to Disclose

PURPOSE

Femoral component subsidence is a worrisome radiographic finding following total hip arthroplasty (THA) that may be a sign of
loosening and prosthesis failure. Subsidence is usually assessed on two consecutive anteroposterior (AP) hip radiographs, a manual
process that is tedious and prone to measurement errors. This study introduces a deep learning tool to automatically measure the
femoral component subsidence between two serial AP radiographs.*Methods and Materials We first trained a dynamic UNet to
automatically segment femur, implant, and magnification markers on a dataset of 700 (500 training, 100 validation, and 100 test)
AP hip radiographs. Input images were zero-padded, resized to 2048x2048-pixel resolution, normalized, and finally augmented using
a variation of random rotation (range: -20 to +20°), random zooming (max: 10%), and the addition of Gaussian noise. The UNet had
an an ImageNet-pretrained EfficientNetB0O architecture as its encoder and used Squeeze and Excitation attention layers in its
decoder. We trained the model with an Adam optimizer, while changing the learning rate following a one-cycle learning rate policy.
After training the UNet model, an image processing algorithm was developed to calculate subsidence by: (1) measuring the femur-



stem distance on segmented masks for two AP radiographs, (2) correcting the measured distances based on radiographs’
magnification, and (3) subtracting the two standardized femur-stem distances. We finally compared the algorithm’s performance
with manual subsidence measurements by two independent orthopedic surgeon reviewers on 135 unseen patients.*Results The
deep learning algorithm achieved the Dice Similarity Coefficients of 0.97, 0.98, and 0.94 for segmenting the femur, implant, and the
magnification markers respectively. Among the 135 test cases, 96 had documented subsidence of > 0.04 mm (range: 0.04-14.01).
The mean, median, and the standard deviation of measurement discrepancy between the automatic and manual measurements
were 0.57, 0.35, and 0.74 mm, respectively. Our tool quantified subsidence as small as 0.1 mm. An app version of the tool was also
developed to showcase its automatic usability (Figure).*Conclusions We developed a fully automatic deep learning tool to measure
subtle femoral component subsidence without human annotation. Performance metrics indicate highly accurate and precise
measurements compared to human annotation, with very infrequent clinically relevant discrepancies.*Clinical Relevance/Application
The automatic deep learning tool may improve THA surveillance and earlier detection of impending component failure. Also, the
automatic nature of our tool can help for quick and easy annotation of big imaging datasets for research purposes.

RESULTS

The deep learning algorithm achieved the Dice Similarity Coefficients of 0.97, 0.98, and 0.94 for segmenting the femur, implant, and
the magnification markers respectively. Among the 135 test cases, 96 had documented subsidence of > 0.04 mm (range: 0.04-
14.01). The mean, median, and the standard deviation of measurement discrepancy between the automatic and manual
measurements were 0.57, 0.35, and 0.74 mm, respectively. Our tool quantified subsidence as small as 0.1 mm. An app version of
the tool was also developed to showcase its automatic usability (Figure).

CLINICAL RELEVANCE/APPLICATION

The automatic deep learning tool may improve THA surveillance and earlier detection of impending component failure. Also, the
automatic nature of our tool can help for quick and easy annotation of big imaging datasets for research purposes.

SSMK05-4 Random Forest-based Radiomics Models For Preoperative Prediction Of Multiple Classifications Of
Pelvic And Sacral Tumors

Participants
Ping Yin, Beijing, China (Presenter) Nothing to Disclose

PURPOSE

Pelvic and sacral tumors vary in type, but they are treated differently. Accurate preoperative identification of these tumors is
essential for the development of individualized treatment. This study aimed to assess the performance of random forest (RF)-based
radiomics approaches based on 3D computed tomography (CT) and clinical features to predict the types of pelvic and sacral
tumors.*Methods and Materials A total of 795 patients with pathologically confirmed pelvic and sacral tumors were analyzed,
including metastatic tumors (n = 181), chordomas (n = 85), giant cell tumors (n =120), chondrosarcoma (n = 127), osteosarcoma
(n =106), neurogenic tumors (n = 95), and Ewing’s sarcoma (n = 81). After semi-automatic segmentation, 1316 hand-crafted
radiomics features of each patient were extracted. First, we divided the patients into the benign tumors group and malignant
tumors group, and built the first radiomics model (RM1) by using RF. RM2, a two-class RF-based radiomics model, was built to
identify GCTs and neurogenic tumors. After that, we constructed two triple-classification models, namely, RM3 and RM4. RM3 was
used to identify metastatic tumors, chordomas, and sarcomas. RM4 was used to identify osteosarcomas, chondrosarcomas, and
Ewing’s sarcomas. In addition, we also constructed a seven-classification model, namely, clinica-RM5, to identify these seven types
of tumors. The area under the receiver operating characteristic curve (AUC) and accuracy (ACC) were used to evaluate different
models.*Results In total, 795 patients (432 males, 363 females; mean age of 42.1 + 17.8 years) were consisted of 215 benign
tumors and 580 malignant tumors. The sex, age, history of malignancy and tumor location had significant differences between
benign and malignant tumors (P < 0.05). For the two-class models, clinical-RM2 (AUC = 0.928, ACC = 0.877) performed better than
clinical-RM1 (AUC = 0.899, ACC = 0.854). For the three-class models, the proposed clinical-RM3 achieved AUCs between 0.923 (for
chordoma) and 0.964 (for sarcoma), while the AUCs of the clinical-RM4 ranged from 0.799 (for osteosarcoma) to 0.869 (for
chondrosarcoma) in the validation set. In addition, the AUC and ACC of clinical-RM5 in the training set were 0.771 and 0.580, and
those in the validation set were 0.722 and 0.533, respectively.*Conclusions The RF-based clinical-radiomics models provided high
discriminatory performance in predicting pelvic and sacral tumor types, which could be used for clinical decision-making.*Clinical
Relevance/Application Our models can provide a simple, non-invasive and accurate auxiliary diagnostic tool for the differentiation of
pelvic and sacral tumors, improving the diagnostic efficiency of clinicians.

RESULTS

In total, 795 patients (432 males, 363 females; mean age of 42.1 + 17.8 years) were consisted of 215 benign tumors and 580
malignant tumors. The sex, age, history of malignancy and tumor location had significant differences between benign and malignant
tumors (P < 0.05). For the two-class models, clinical-RM2 (AUC = 0.928, ACC = 0.877) performed better than clinical-RM1 (AUC =
0.899, ACC = 0.854). For the three-class models, the proposed clinical-RM3 achieved AUCs between 0.923 (for chordoma) and
0.964 (for sarcoma), while the AUCs of the clinical-RM4 ranged from 0.799 (for osteosarcoma) to 0.869 (for chondrosarcoma) in the
validation set. In addition, the AUC and ACC of clinical-RM5 in the training set were 0.771 and 0.580, and those in the validation
set were 0.722 and 0.533, respectively.

CLINICAL RELEVANCE/APPLICATION

Our models can provide a simple, non-invasive and accurate auxiliary diagnostic tool for the differentiation of pelvic and sacral
tumors, improving the diagnostic efficiency of clinicians.

SSMK05-5 MRI Findings In The Hip Pointer

Participants
Alessandra Sax, MD, Philadelphia, Pennsylvania (Presenter) Nothing to Disclose

PURPOSE

A “hip pointer” is term used in the sports medicine community to describe an injury to the iliac crest, involving the oblique
musculature. It is common in high performance athletes. Based on its relative paucity in the literature, we aimed to describe the
imaging findings commonly seen in hip pointer injuries, with the hope of guiding treatment, and potentially predict return to
play.*Methods and Materials We retrospectively mined our PACS database for the words “internal oblique” and “external oblique”.
We then documented which muscle(s) were involved, the strain grade, and the tendon gap for high grade tears. We documented
patients’ age, gender, and athletic preferences. We then conducted a chart review and determined treatment regimens, as well as



the return to play time for the professional athletes.*Results 44 MRI exams were reviewed (average age 30.6 years, 9 female, 35
male). 48% were grade 1 strains, 39% were grade 2, and 14% were grade 3. 36% had measurable tendon gaps, with an average
gap of 19mm. Treatment regimens were available for 26 patients. Of the grade 1 strains, 57% had concurrent injuries to the rectus
abdominis-adductor aponeurosis requiring repair, and 22% had surgery to repair the oblique and/or iliac crest. 33% of the surgically
managed patients sustained season or career ending injuries. Isolated grade 1 strains managed conservatively missed no significant
game time. Of the grade 2 strains, 22% had concurrent injuries to the rectus abdominis-adductor aponeurosis requiring repair which
ended the patients’ season or professional career, and 22% had surgery to repair the oblique and/or iliac crest. Of the grade 3
strains, 100% were treated with repair of the oblique tear, but only 25% recovered. The remainder had career or season ending
injuries. An additional 10 patients had obliques tears at their origin from the inferior ribs, 7 had apophysitis, and 9 patients had
other injuries such as heterotopic ossification, hernia, or denervation.*Conclusions “Hip pointers” are injuries to the oblique
musculature at their attachment on the iliac crest. We were able to document/categorize imaging findings, as well as common
mimickers. We documented treatment regimens, showing that lower grade injuries are commonly associated with tears at the rectus
abdominis-adductor aponeurosis, while higher grade tears were more likely isolated and required direct tendon repair. Associated
rectus abdominis-adductor aponeurosis injuries portended a worse prognosis, even after surgical repair.*Clinical
Relevance/Application By documenting and categorizing the MR findings in a “hip pointer”, as well as treatment regimens and return
to play, we hope to provide clarity in a relatively sparse realm of musculoskeletal imaging.

RESULTS

44 MRI exams were reviewed (average age 30.6 years, 9 female, 35 male). 48% were grade 1 strains, 39% were grade 2, and 14%
were grade 3. 36% had measurable tendon gaps, with an average gap of 19mm. Treatment regimens were available for 26 patients.
Of the grade 1 strains, 57% had concurrent injuries to the rectus abdominis-adductor aponeurosis requiring repair, and 22% had
surgery to repair the oblique and/or iliac crest. 33% of the surgically managed patients sustained season or career ending injuries.
Isolated grade 1 strains managed conservatively missed no significant game time. Of the grade 2 strains, 22% had concurrent
injuries to the rectus abdominis-adductor aponeurosis requiring repair which ended the patients’ season or professional career, and
22% had surgery to repair the oblique and/or iliac crest. Of the grade 3 strains, 100% were treated with repair of the oblique tear,
but only 25% recovered. The remainder had career or season ending injuries. An additional 10 patients had obliques tears at their
origin from the inferior ribs, 7 had apophysitis, and 9 patients had other injuries such as heterotopic ossification, hernia, or
denervation.

CLINICAL RELEVANCE/APPLICATION

By documenting and categorizing the MR findings in a “hip pointer”, as well as treatment regimens and return to play, we hope to
provide clarity in a relatively sparse realm of musculoskeletal imaging.

SSMK05-6 Identification Of Acetabular Labral Tears: Diagnostic Accuracy Of Dual Energy CT Versus MR
Arthrography Of The Hip

Participants
Giovanni Foti, MD, Negrar, Italy (Presenter) Nothing to Disclose

PURPOSE

To compare the diagnostic accuracy of dual-energy Computed Tomography arthrography (DECTA) and MR arthrography (MRA) of
the hip in depicting acetabular labral tears (ALT) and chondral defects (CD).*Methods and Materials This prospective IRB study
included 24 consecutive patients (13 males and 11 females; mean age 38.3, range 18-62 years) studied between January 2018 and
January 2021. Articular cavity was distended by using a mixture of saline and iodinate contrast material before DECTA (80 kV and
tin filter 150 kV) and MRA. DECTA data were postprocessed (SyngoVia®); mono-energetic application was employed to choose the
best kV values in order to enhance contrast material and to reduce artifacts. Two radiologists (26 and 16 years of experience),
blinded to clinical data, evaluated the presence of ALT and CD on DECTA and MRA. Surgical findings served as standard of
reference. Sensitivity and specificity values were calculated. Inter-observer and intra-observer agreement were calculated with k-
statistics.*Results At surgery, ALT and CD were depicted respectively in 18/24 (75.0%) and 16/24 (66.6%) patients. Reader 1
achieved 83.3% sensitivity (20/24) and 100% specificity (6/6) for ALT and 93.7% sensitivity (15/16) and 87.5% specificity (7/8)
for CD by reading DECTA, and 91.7% sensitivity (22/24) and 83.3% specificity (5/6) for ALT and 87.5% sensitivity (14/16) and
87.5% specificity (7/8) for CD by reading MRA. Reader 2 achieved 79.2% sensitivity (19/24) and 100% specificity (6/6) for ALT and
87.5% sensitivity (14/16) and 100% specificity (8/8) for CD by reading DECTA, and 87.5% sensitivity (21/24) and 83.3% specificity
(5/6) for ALT and 81.3% sensitivity (13/16) and 87.5% specificity (7/8) for CD by reading MRA. By using McNemar test, the
difference of accuracy between DECTA and MRA was not significant (p=0.21). The inter-observer (k=0.86) and intra-obsever
agreement (k=0.88) were near perfect.*Conclusions DECTA can identify ALT and CD with similar performance with respect to
MRA.*Clinical Relevance/Application DECTA is a reliable imaging tool for demonstration of ALT and CD in the hip arthrography and
could be used as an alternative imaging tool to MRA.

RESULTS

At surgery, ALT and CD were depicted respectively in 18/24 (75.0%) and 16/24 (66.6%) patients. Reader 1 achieved 83.3%
sensitivity (20/24) and 100% specificity (6/6) for ALT and 93.7% sensitivity (15/16) and 87.5% specificity (7/8) for CD by reading
DECTA, and 91.7% sensitivity (22/24) and 83.3% specificity (5/6) for ALT and 87.5% sensitivity (14/16) and 87.5% specificity
(7/8) for CD by reading MRA. Reader 2 achieved 79.2% sensitivity (19/24) and 100% specificity (6/6) for ALT and 87.5% sensitivity
(14/16) and 100% specificity (8/8) for CD by reading DECTA, and 87.5% sensitivity (21/24) and 83.3% specificity (5/6) for ALT and
81.3% sensitivity (13/16) and 87.5% specificity (7/8) for CD by reading MRA. By using McNemar test, the difference of accuracy
between DECTA and MRA was not significant (p=0.21). The inter-observer (k=0.86) and intra-obsever agreement (k=0.88) were
near perfect.

CLINICAL RELEVANCE/APPLICATION

DECTA is a reliable imaging tool for demonstration of ALT and CD in the hip arthrography and could be used as an alternative
imaging tool to MRA.
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Science Session with Keynote: Nuclear Medicine/Molecular Imaging (Advances in Molecular Brain Imaging)

Participants
Donna J. Cross, PhD, Salt Lake City, Utah (Moderator) Scientific Advisory Board, Ceremark, Inc

Sub-Events

SSNMMIO4 Keynote Speaker

Participants
Donna J. Cross, PhD, Salt Lake City, Utah (Presenter) Scientific Advisory Board, Ceremark, Inc

SSNMMIO4- Concordance Of PET Tau Visual Reads With PET Tau Quantification And CSF PTau
2

Participants

Charles Chen, St. Louis, Missouri (Presenter) Nothing to Disclose

PURPOSE

Tau status is central to Amyloid(AB)/Tau/Neurodegeneration (ATN) diagnoses of Alzheimer disease (AD), evaluated using positron
emission tomography (PET) or cerebrospinal fluid (CSF). ATN has limited clinical validation, and tau status from PET or CSF may
impact clinical interpretation differently. This study assessed the concordance of PET tau visual reads with PET tau quantification
and CSF phosphorylated tau (pTau).*Methods and Materials Two radiologists followed manufacturer’s guidelines for visual
interpretation of Tauvid (18F-flortaucipir) PET images to classify 199 cases (baseline=161, three-year follow-up=38) as positive or
negative. A mixture model quantified the same cases by defining a global PET tau standardized uptake value ratio (SUVR) as the
mean of bilateral fusiform, middle temporal, inferior parietal, and isthmus cingulate SUVRs, with a positivity cutoff at 1.57. A
majority of participants underwent lumbar puncture (n=119, follow-up=29). Mixture models were used to define a pTaul81/AB40
cutoff at 0.00419, and a AB42/AB40 cutoff at 0.0760.*Results At baseline, the agreement between visual readers was high (100%,
?=1) and moderate with SUVRs (95%, ?=0.761). Using visual reads as a standard, false negatives from SUVR analysis had
asymmetric parietal or occipital uptake without temporal uptake as a defining characteristic, while false positives had anterolateral
temporal, diffusely nonconfluent, or striatal/brainstem uptake. Agreement with pTaul81/AB40 was fair (79%, ?=0.419) and superior
to unnormalized pTaul81 (71%, ?=0.315). The 25 discordant cases were largely PET-/CSF+ (92%) and AB42/AB40 positive (76%);
in contrast, PET-/CSF- cases were largely AB42/AB40 negative (81.25%). Cases did not change tau status at follow up, with two
exceptions: a PET-/CSF- case converted to PET-/CSF+, remaining cognitively normal; a PET+ case changed to PET-, developing
memory impairment.*Conclusions SUVR agreement with visual reads was moderate, and may improve by compensating for
asymmetric uptake using finer-grained, unilateral parcellations. CSF agreement with visual reads was fair, with discordances from
CSF pTau elevating before PET tau in preclinical AD, suggesting caution in ATN diagnoses.*Clinical Relevance/Application This study
used manufacturer’s guidelines for visual interpretation of Tauvid PET, finding agreement high between readers, moderate with PET
tau quantification, and fair with CSF pTau.

RESULTS

At baseline, the agreement between visual readers was high (100%, ?=1) and moderate with SUVRs (95%, ?=0.761). Using visual
reads as a standard, false negatives from SUVR analysis had asymmetric parietal or occipital uptake without temporal uptake as a
defining characteristic, while false positives had anterolateral temporal, diffusely nonconfluent, or striatal/brainstem uptake.
Agreement with pTaul81/AB40 was fair (79%, ?=0.419) and superior to unnormalized pTaul81 (71%, ?=0.315). The 25 discordant
cases were largely PET-/CSF+ (92%) and AB42/AB40 positive (76%); in contrast, PET-/CSF- cases were largely AB42/AB40
negative (81.25%). Cases did not change tau status at follow up, with two exceptions: a PET-/CSF- case converted to PET-
/CSF+, remaining cognitively normal; a PET+ case changed to PET-, developing memory impairment.

CLINICAL RELEVANCE/APPLICATION

This study used manufacturer’s guidelines for visual interpretation of Tauvid PET, finding agreement high between readers,
moderate with PET tau quantification, and fair with CSF pTau.

SSNMMIO4- Comprehensive Functional Evaluation Of The Spectrum Of Progressive Nuclear Palsy With 18F-FDG
4 PET/CT And 99mTc TRODAT-1 SPECT

Participants
Harsh Mahajan, MD,MBBS, New Delhi, India (Presenter) Director, Mahajan Imaging Pvt Ltd;Research collaboration, General Electric
Company;Research collaboration, Koninklijke Philips NV;Research collaboration, Qure.ai;Research collaboration, Predible Health

PURPOSE

To elucidate the patterns of characteristic hypometabolism on 18F-FDG PET/CT in various subtypes of PSP and correlation with the
core clinical features.*Methods and Materials A retrospective analysis of 124 patients of clinically suspected PSP was done. All the
subjects were clinically analyzed and rated using the Progressive supra nuclear palsy rating scale proposed by the Movement
Disorder Society by the Neurologist and were further clinically segregated into five sub types- PSP with Richardson’s syndrome, PSP
with predominant parkinsonism, PSP with speech/language presentation, PSP with frontal presentation and PSP with predominant



ocular presentation. All the subjects underwent 99mTc TRODAT-1 SPECT study and 18F-FDG PET/CT scan on two separate days.
The scans were analyzed qualitatively (visually) and semi-quantitatively and the FDG uptake patterns were recorded and areas of
hypometabolism that were two standard deviations from the mean were considered as abnormal.*Results 99mTc TRODAT-1 scan
was abnormal in all the subjects, establishing degenerative Parkinsonism. The subjects of PSP with Richardson’s syndrome showed
diffuse hypometabolism involving anterior cingulate and orbital frontal cortices with diffuse hypometabolism involving basal ganglia,
thalami, mid brain and sensori-motor cortices. In subjects with PSP with speech/language and frontal presentation variable
additional involvement of the anterior and medial frontal association, insular and anterior temporal cortices was seen.*Conclusions
Dopamine transporter imaging agent 99mTc TRODAT-1 SPECT helps in confirmation of degenerative Parkinsonian disorders.
Characteristic patterns of hypometabolism may help in differentiation of the subtypes of PSP in the presence of clinically
overlapping symptoms.*Clinical Relevance/Application Characteristic hypometabolism is seen on 18F-FDG PET/CT in various
subtypes of PSP

RESULTS

99mTc TRODAT-1 scan was abnormal in all the subjects, establishing degenerative Parkinsonism. The subjects of PSP with
Richardson’s syndrome showed diffuse hypometabolism involving anterior cingulate and orbital frontal cortices with diffuse
hypometabolism involving basal ganglia, thalami, mid brain and sensori-motor cortices. In subjects with PSP with speech/language
and frontal presentation variable additional involvement of the anterior and medial frontal association, insular and anterior temporal
cortices was seen.

CLINICAL RELEVANCE/APPLICATION
Characteristic hypometabolism is seen on 18F-FDG PET/CT in various subtypes of PSP

SSNMMIO4- Contrast-enhanced In Vivo MRI Molecular Imaging Of A-Synuclein In A Mouse Model Of Parkinson's
5 Disease

Participants
Eric Tanifum, PhD, Houston, Texas (Presenter) Consultant, Alzeca Biosciences, LLC;Stockholder, Alzeca Biosciences, LLC;

PURPOSE

Parkinson’s disease (PD) is characterized by progressive deposition of misfolded a-synuclein (a-syn) aggregates in the form of Lewy
bodies and Lewy neurites in the brain. The pathology has been shown to originate from the olfactory bulb and brainstem, and
progressively spread to other parts of the brain. Noninvasive imaging technologies are considered vital tools for early diagnosis,
monitoring disease progression, and evaluation of therapeutic efficacy of PD drugs. We present the preparation and in vivo
evaluation of a novel a-syn targeted MRI molecular imaging agent in the A53T a-synuclein transgenic line M83 mouse
model.*Methods and Materials T-1 relaxive macrocyclic Gd(III) a-syn targeted liposomes (with a proprietary Lipid-PEG-a-syn-Ligand
conjugate as the targeting component) and a non-targeted control formulation were prepared using standard hydration/extrusion
protocols. MRI was performed on a 1T permanent magnet scanner. Images were acquired using a T1-weighted spin echo (T1w-SE)
sequence with the following parameters: SE parameters: TR =600 ms, TE = 11.5 ms, slice thickness = 1.2 mm, matrix = 192 x 192,
FOV = 30 mm, slices = 16, NEX = 4. A53T a-synuclein transgenic line M83 mice (16-18 months old, n=6) were pre-scanned,
followed by intravenous administration of the targeted agent (TgT) at a dose of 0.20 mmol Gd/kg of body weight. Delayed scans
were performed 4 days post-contrast, after which animals were euthanized and brains harvested for histology analysis. Controls
included age-matched wildtype mice (n=6) injected with the targeted agent (WtT) and transgenic mice (n=6) injected with the
non-targeted formulation (TgNT). Brain tissues were histologically assessed with a-syn 4D6 antibody to confirm a-syn
pathology.*Results Post-contrast in vivo MR images showed significant signal enhancement in the transgenic mice treated with the
targeted agent compared to controls. This was attributed to an association between the targeted nanoparticle and a-synuclein
pathology. Signal quantification demonstrated statistically significant differences between test animals versus controls, and
histological analysis, suggested that the observed differences were consistent with the regional distribution and density of the
pathology in this mouse model.*Conclusions Intravenous administration of a-syn targeted liposomes bearing an MRI contrast
payload, results in increase in signal intensity consistent with regional distribution of a-syn pathology in the brains of A53T a-
synuclein transgenic line M83 mice.*Clinical Relevance/Application A potential widely accessible tool for early detection of
synucleinopathies, including Parkinson’s disease, dementia with Lewy bodies, and multiple system atrophy.

RESULTS

Post-contrast in vivo MR images showed significant signal enhancement in the transgenic mice treated with the targeted agent
compared to controls. This was attributed to an association between the targeted nanoparticle and a-synuclein pathology. Signal
quantification demonstrated statistically significant differences between test animals versus controls, and histological analysis,
suggested that the observed differences were consistent with the regional distribution and density of the pathology in this mouse
model.

CLINICAL RELEVANCE/APPLICATION

A potential widely accessible tool for early detection of synucleinopathies, including Parkinson’s disease, dementia with Lewy
bodies, and multiple system atrophy.
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SSMK11-1 Temporal Evolution Of Clinical Confidence With Dual Energy CT In The Diagnosis And Treatment Of
Gout.

Participants
Gregory Aird, MD, Rochester, Minnesota (Presenter) Nothing to Disclose

PURPOSE

To investigate the differences in clinical utilization of dual energy CT (DECT) for the evaluation and management of gout from 2013
and 2020.*Methods and Materials We performed a retrospective review using an institutional database to identify patients with a
high clinical suspicion for gout from two time periods. There were 100 patients with a total of 100 DECT from 2013 and 102 patients
with a total of 131 DECT from 2020. Three radiologists interpreted the imaging and reviewed the clinical charts and diagnostic
radiology reports for each patient cohort. All statistical analyses were performed using R version 3.6.2.*Results The differences
between the number of positive, negative, and equivocal cases in each cohort is statistically significant (p&It;0.001). In the 2013
cohort, 43 cases (43%) were classified as positive for monosodium urate (MSU) crystal deposits, 22 (22%) were negative, and 35
(35%) were equivocal. In the 2020 cohort, 48 cases (37%) were positive, 62 (47%) were negative, and 21 (16%) were equivocal.
While there was a significant association between a history of gout and DECT results in the 2020 cohort (p&lt;0.001), no such
association was identified with the 2013 cohort (p=0.123). Fewer number of patients in the 2020 cohort underwent a joint
aspiration to evaluate for the presence of MSU crystal depositions compared to the 2013 cohort (16/131 patients (12%) and
34/100 patients (34%), respectively (p&lt;0.001). Following a DECT positive for MSU crystals, 43/48 (90%) patients in the 2020
cohort had a clinical diagnosis of gout, with 36/48 (75%) patients undergoing a treatment change (p&lt;0.001). Similar findings
were observed in the 2013 cohort with 43/43 (100%) were diagnosed with gout and 35/43 (81%) of these patients having a
change in treatment (p&lt;0.001).*Conclusions DECT remains a reliable non-invasive technique to diagnose and manage the
treatment of gout. There were fewer equivocal DECT results and joint aspirations performed in the 2020 cohort, which is consistent
with an apparent increase in the diagnostic confidence in DECT results.*Clinical Relevance/Application Following advances in
technology and improved acquisition times, DECT has seen increased utilization in the clinical setting. Of the many clinical
applications of DECT, one of the well-studied and widespread uses of the modality is in the diagnosis and management of gout.
While various studies have demonstrated the increasing reliability and accuracy of of DECT in detecting the presence of MSU
crystals, none have explored or measured its impact on the clinical management of the condition. The present study provides
quantitative data on how clinician confidence in the diagnostic results of DECT results has evolved over time.

RESULTS

The differences between the number of positive, negative, and equivocal cases in each cohort is statistically significant
(p&lt;0.001). In the 2013 cohort, 43 cases (43%) were classified as positive for monosodium urate (MSU) crystal deposits, 22
(22%) were negative, and 35 (35%) were equivocal. In the 2020 cohort, 48 cases (37%) were positive, 62 (47%) were negative,
and 21 (16%) were equivocal. While there was a significant association between a history of gout and DECT results in the 2020
cohort (p&lt;0.001), no such association was identified with the 2013 cohort (p=0.123). Fewer number of patients in the 2020
cohort underwent a joint aspiration to evaluate for the presence of MSU crystal depositions compared to the 2013 cohort (16/131
patients (12%) and 34/100 patients (34%), respectively (p&lt;0.001). Following a DECT positive for MSU crystals, 43/48 (90%)
patients in the 2020 cohort had a clinical diagnosis of gout, with 36/48 (75%) patients undergoing a treatment change
(p&lt;0.001). Similar findings were observed in the 2013 cohort with 43/43 (100%) were diagnosed with gout and 35/43 (81%) of
these patients having a change in treatment (p&lt;0.001).

CLINICAL RELEVANCE/APPLICATION

Following advances in technology and improved acquisition times, DECT has seen increased utilization in the clinical setting. Of the
many clinical applications of DECT, one of the well-studied and widespread uses of the modality is in the diagnosis and management
of gout. While various studies have demonstrated the increasing reliability and accuracy of of DECT in detecting the presence of
MSU crystals, none have explored or measured its impact on the clinical management of the condition. The present study provides
quantitative data on how clinician confidence in the diagnostic results of DECT results has evolved over time.

SSMK11-2 Diffusion Weighted Imaging (DWI) In Diagnosis, Staging, And Treatment Response Assessment Of
Multiple Myeloma: A Systematic Review And Meta-analysis

Participants
Pooya Torkian, MD, Minneapolis, Minnesota (Presenter) Nothing to Disclose

PURPOSE



To evaluate the role of Diffusion-Weighted Imaging (DWI) in the initial diagnosis, staging, and assessment of treatment response in
patients with multiple myeloma (MM).*Methods and Materials A systematic literature review was conducted in PubMed, the
Cochrane Library, EMBASE, Scopus, and Web of Science databases to identify studies related to the role of DWI in lesion detection,
staging, and treatment response assessment in patients with MM. The Primary outcomes were defined as the diagnostic
performance of DWI for disease detection, staging of MM, and assessing response to treatment in these patients.*Results Of 5881
initially reviewed publications, 33 articles were selected for in-depth review and eventually were included in the final qualitative and
quantitative meta-analysis. The diagnostic performance of DWI in detection of patients with MM revealed pooled sensitivity and
specificity of 86% (95% CI: 84-89) and 63% (95% CI: 56-70), respectively with the diagnostic Odds Ratio (OR) of 14.98 (95% CI:
4.24-52.91). The pooled risk difference of 0.19 (95% CI: 0.06-0.39) was reported in favor of upstaging with DWI compared to
conventional MRI (P value=0.1). Treatment response evaluation and ADCmean values changes across different studies showed
sensitivity and specificity of about 78% (95% CI: 72-83) and 73% (95% CI: 61-83), respectively with the diagnostic OR of 7.21 in
distinguishing responders from non-responders. Pooled value of 25.97% (95% CI: 6.50-45.44) was achieved for percent of changes
in ADCmean after therapy in responders in comparison with non-responders (P value=0.009).*Conclusions DWI is not only a
promising tool for the diagnosis of MM, but also it is useful in initial staging and re-staging of the disease and treatment response
assessment. This can help clinicians with earlier initiation or change in treatment strategy, which could have prognostic significance
for patients.*Clinical Relevance/Application DWI has revolutionized imaging evaluation for MM from traditional anatomic imaging to
functional quantitative imaging. DWI improves diagnosis, staging, and treatment response assessment in patients with MM.

RESULTS

Of 5881 initially reviewed publications, 33 articles were selected for in-depth review and eventually were included in the final
qualitative and quantitative meta-analysis. The diagnostic performance of DWI in detection of patients with MM revealed pooled
sensitivity and specificity of 86% (95% CI: 84-89) and 63% (95% CI: 56-70), respectively with the diagnostic Odds Ratio (OR) of
14.98 (95% CI: 4.24-52.91). The pooled risk difference of 0.19 (95% CI: 0.06-0.39) was reported in favor of upstaging with DWI
compared to conventional MRI (P value=0.1). Treatment response evaluation and ADCmean values changes across different studies
showed sensitivity and specificity of about 78% (95% CI: 72-83) and 73% (95% CI: 61-83), respectively with the diagnostic OR of
7.21 in distinguishing responders from non-responders. Pooled value of 25.97% (95% CI: 6.50-45.44) was achieved for percent of
changes in ADCmean after therapy in responders in comparison with non-responders (P value=0.009).

CLINICAL RELEVANCE/APPLICATION

DWI has revolutionized imaging evaluation for MM from traditional anatomic imaging to functional quantitative imaging. DWI improves
diagnosis, staging, and treatment response assessment in patients with MM.

SSMK11-4 MRI Long-term Follow-up Of Incidentally Detected Enchondromas Of The Long Bones

Participants
Moritz Dreier, BSC, Kempten, Germany (Presenter) Nothing to Disclose

PURPOSE

The incidental finding of an enchondroma (EC) within a long bone is a common reason for referral to a bone tumor unit, and the
population prevalence of incidental cartilage tumors on MRI scans is increasing due to the higher number of MRI scans performed.
The reported risk of malignant transformation varies between 0 and 6% and there is no valid data on the long-term growth behavior
of EC. There is no consensus or recommendation on follow-up for EC. The aim of this study was to analyze the long-term changes
of incidentally detected EC of the long tubular bones on MRI.*Methods and Materials This retrospective study included 110 patients
with EC of the long bones suggestive of an EC diagnosed between 2006 and 2009. A follow-up period of at least 10 years after the
initial diagnosis was the main inclusion criterion. To investigate the growth behavior, the change in size was analyzed. Malignant
transformation was assessed using radiological criteria including cortical breach, endosteal scalloping, peritumoral edema, and soft
tissue component. In addition, the rate of secondary surgeries was analyzed during the observation period.*Results 77/110 (70%)
patients were reached by phone and 24/77 (31%) agreed to a follow-up MRI examination. The mean follow-up time for the MRI
group (n=24) was 140 months (range 120-172 months). The localization of EC was: 17 femur (71%), 3 tibia (13%), 2 humerus
(8%), 1 fibula (4%), 1 ulna (4%). The mean age of the patients at initial diagnosis was 49 years (range, 27-67). 11 EC (46%)
increased in size, 10 EC (42%) remained stable, and 3 EC decreased in size. The mean increase in EC size was 3 mm (range -2 mm
- +18 mm) between the initial and subsequent MRI. Two patients developed endosteal scalloping, one patient showed new
peritumoral edema, in one patient cortical breach with periosteal reaction was found. Overall, 6/77 (8%) patients underwent
secondary surgery, all lesions were histologically confirmed as EC.*Conclusions This study has shown that imaging follow-up is
justified for all EC, irrespective of initial lesion size, as EC has shown unpredictable growth patterns. As progression is slow, it seems
reasonable to extend follow-up intervals to several years. The presence of solitary features of biological aggressiveness, such as
endosteal scalloping, without clinical symptoms, does not require surgery but follow-up.*Clinical Relevance/Application This study
has shown that long-term imaging follow-up is justified for all EC, irrespective of initial lesion size, as suggested in the past.It
seems reasonable to extend follow-up intervals of EC to several years instead of annual or biannual follow-up.

RESULTS

77/110 (70%) patients were reached by phone and 24/77 (31%) agreed to a follow-up MRI examination. The mean follow-up time
for the MRI group (n=24) was 140 months (range 120-172 months). The localization of EC was: 17 femur (71%), 3 tibia (13%), 2
humerus (8%), 1 fibula (4%), 1 ulna (4%). The mean age of the patients at initial diagnosis was 49 years (range, 27-67). 11 EC
(46%) increased in size, 10 EC (42%) remained stable, and 3 EC decreased in size. The mean increase in EC size was 3 mm (range -
2 mm - +18 mm) between the initial and subsequent MRI. Two patients developed endosteal scalloping, one patient showed new
peritumoral edema, in one patient cortical breach with periosteal reaction was found. Overall, 6/77 (8%) patients underwent
secondary surgery, all lesions were histologically confirmed as EC.

CLINICAL RELEVANCE/APPLICATION

This study has shown that long-term imaging follow-up is justified for all EC, irrespective of initial lesion size, as suggested in the
past.It seems reasonable to extend follow-up intervals of EC to several years instead of annual or biannual follow-up.

SSMK11-5 MRI Radiomics-based Machine Learning Classification Of Atypical Cartilaginous Tumor And G2
Chondrosarcoma Of Long Bones

Participants
Salvatore Gitto, MD, Milano, Italy (Presenter) Nothing to Disclose



PURPOSE

Atypical cartilaginous tumors (ACT) and G2 chondrosarcomas (CS2) of long bones are respectively managed with
curettage/watchful waiting and wide resection. Preoperatively, imaging diagnosis can be challenging due to interobserver variability
and biopsy suffers from sampling errors. Our aim was to determine diagnostic performance of MRI radiomics-based machine learning
for classification of ACT and CS2 of long bones.*Methods and Materials 158 patients (98 women; median age: 57 years) with
surgically treated and histology-proven cartilaginous bone tumors were retrospectively included at two tertiary bone tumor centers.
The training cohort consisted of 93 MRI scans from center 1 (74 ACT; 19 CS2). The external test cohort consisted of 65 MRI scans
from center 2 (45 ACT; 20 CS2). Bidimensional segmentation was manually performed on preoperative T1-weighted MRI sequences.
First-order, shape-based and texture features were extracted. Dimensionality reduction consisting of stability, variance and inter-
correlation analyses and recursive feature elimination, after class balancing in center 1 (CS2 oversampled to n=74), was performed.
Thus, a machine-learning classifier (Extra Trees Classifier) was automatically tuned on the training cohort using 10-fold cross-
validation and tested on the external test cohort.*Results 919 radiomic features were extracted and then reduced to 17 through
dimensionality reduction. After tuning on the training cohort (AUC=0.87), the machine-learning classifier had 91% accuracy (59/65,
AUC=0.94) in identifying the lesions in the external test cohort. Specifically, its accuracy in classifying ACT and CS2 was 96%
(43/45) and 80% (16/20), respectively.*Conclusions Machine learning showed high accuracy in classifying ACT and CS2 of long
bones based on preoperative MRI radiomic features.*Clinical Relevance/Application Radiomics-based machine learning is an
objective MRI method, using T1-weighted images only, that may be used in clinical decision making by accurately differentiating
between ACT and CS2.

RESULTS

919 radiomic features were extracted and then reduced to 17 through dimensionality reduction. After tuning on the training cohort
(AUC=0.87), the machine-learning classifier had 91% accuracy (59/65, AUC=0.94) in identifying the lesions in the external test
cohort. Specifically, its accuracy in classifying ACT and CS2 was 96% (43/45) and 80% (16/20), respectively.

CLINICAL RELEVANCE/APPLICATION

Radiomics-based machine learning is an objective MRI method, using T1-weighted images only, that may be used in clinical decision
making by accurately differentiating between ACT and CS2.

SSMK11-6 Deep Learning Radiomic Nomogram To Predict Recurrence In Soft Tissue Sarcoma: A Multi-
institutional Study

Participants
Wang Hexiang, MD, Qing Dao, China (Presenter) Nothing to Disclose

PURPOSE

Resection of soft tissue sarcoma (STS) still has a high relapse rate, and the routinely applied prognostic method is not sufficiently
accurate.*Methods and Materials In total, 282 patients who underwent MRI and resection for STS at three independent centers
were retrospectively enrolled. We separated the participants into a development cohort and an external test cohort. Two MRI-
based DLRNs for prediction of tumor relapse after resection of STS were established. We universally tested the DLRNs and
compared them with competitive models that do not employ radiomics, but instead use widespread adopted predictors (i.e., staging
systems and Ki67).*Results The DLRN1 model incorporated 282 plain MRI-based radiomics signatures into the clinical data, and the
DLRN2 model integrated 113 plain and enhanced MRI-based radiomics signatures with the clinical predictors. Across both study
sets, the two MRI-based DLRNs had relatively better prognostic capability (C index =0.721 and median AUC = 0.746; p < 0.05
compared with most other models and predictors) and less opportunity for prediction error (integrated Brier score = 0.159). The
decision curve analysis indicates that the DLRNs have greater benefits than staging systems, Ki67, and other models. We sele